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Tech Trends 2025 In Deloitte’s 16th annual Tech Trends report, 
AI is the common thread of nearly every 
trend. Moving forward, it will be part of the 
substructure of everything we do.

在德勤(Deloitte）的第16份年度科技趋势2025年技术趋势 报告中，人工智能是几乎所有趋势的共同
主线。展望未来，它将成为我们一切工作
的一部分。

德勤。
洞察力

https://www.baogaoting.com
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What’s next for AI?

Spatial computing 
takes center stage

IT, amplified: 
AI elevates the reach 

(and remit) of the 
tech function

The new math: 
Solving 

cryptography in an 
age of quantum 

The intelligent core: 
AI changes 

everything for core 
modernization

Hardware is 
eating the world

Figure 1

Six macro forces of information 
technology

Tech Trends, Deloitte’s flagship technology report, 
explores the emergence of trends in three elevating forces 
(interaction, information, and computation) and three 
grounding forces (business of technology, cyber and 
trust, and core modernization)—all part of our macro 
technology forces framework (figure 1). Tech Trends 
2025, our 16th trip around the sun, previews a future 
in which artificial intelligence will be as foundational 

as electricity to daily business and personal lives. As 
our team in Deloitte’s Office of the CTO put finishing 
touches on Tech Trends 2025, we realized that AI is a 
common thread in nearly every trend. We expect that 
going forward, AI will be so ubiquitous that it will be a 
part of the unseen substructure of everything we do, and 
we eventually won’t even know it’s there.

Executive summary行动纲要

德勤的旗舰技术报告《技术趋势》(TechTrends)操作为日常商业和个人生活的电力。随着我们在德勤（
讨了三种提升力量(交互、信息和计算)和三种基础力 Deloitte)首席技术官办公室的团队对（2025年技术趋

量(技术业务、网络和信任以及核心现代化)的趋势， 势》进行最后的润色，我们意识到，人工智能几乎是
这些都是我们宏观技术力量框架的一部分(图1)。《 每一种趋势的共同主线。我们预计，未来，人工智能
2025年科技趋势》是我们第16次绕太阳旅行，它预 将无处不在，它将成为我们所做一切的看不见的底层
示了人工智能将成为基础的未来 结构的一部分，我们最终基至不会知道它的存在。

图1

信息技术的六大推动力

信息

艾尔的下一步是什？

互动 计算
空间计算占据 硬是
中心舞台 吞唯世界

的业务 核心部分
技术 现代化

它，被放大了： 智能内核：

AI提升了技术职 计算机的 AI为核心现

能的范围（和权限） 安道尔 代化改变一切

信任
新数学：

解决密码学间题
在量子时代
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Introduction

AI everywhere: Like magic, but with algorithms

Generative AI continues to be the buzzword of the 
year, but Tech Trends 2025—and in fact, the future of 
technology—is about much more than AI. This year’s 
report reveals the extent to which AI is being woven 
into the fabric of our lives. We’ll eventually take it for 
granted and think of it in the same way that we think of 
HTTP or electricity: We’ll just expect it to work. AI will 
perform quietly in the background, optimizing traffic 
in our cities, personalizing our health care, or creating 
adaptative and accessible learning paths in education. 
We won’t proactively use it; we’ll simply experience a 
world in which it makes everything work smarter, faster, 
and more intuitively—like magic, but grounded in algo-
rithms. The six chapters of Tech Trends 2025 reflect this 
emerging reality.

Interaction 

Spatial computing takes center stage 

Spatial computing continues to spark enterprise interest 
because of its ability to break down information silos and 
create more natural ways for workers and customers to 
interact with information. We’re already seeing enter-
prises find success with use cases like advanced simula-
tions that allow organizations to test different scenarios 
to see how various conditions will impact their oper-
ations. With a stronger focus on effectively managing 
spatial data, organizations can drive more cutting-edge 
applications. In the coming years, advancements in AI 
could lead to seamless spatial computing experiences 
and improved interoperability, ultimately enabling AI 
agents to anticipate and proactively meet users’ needs. 

Information

What’s next for AI?

To take advantage of the burgeoning excitement around 
generative AI, many organizations have already adopted 
large language models (LLMs), the best option for many 
use cases. But some are already looking ahead. Despite 
their general applicability, LLMs may not be the most 

efficient choice for all organizational needs. Enterprises 
are now considering small language models and open-
source options for the ability to train LLMs on smaller, 
more accurate data sets. Together with multimodal 
models and AI-based simulations, these new types of 
AI are building a future where enterprises can find the 
right type of AI for each task. That includes AI that not 
only answers questions but also completes tasks. In the 
coming years, a focus on execution may usher in a new 
era of agentic AI, arming consumers and organizations 
with co-pilots capable of transforming how we work 
and live. 

Computation 

Hardware is eating the world

After years of software dominance, hardware is reclaim-
ing the spotlight. As AI demands specialized computing 
resources, companies are turning to advanced chips to 
power AI workloads. In addition, personal comput-
ers embedded with AI chips are poised to supercharge 
knowledge workers by providing access to offline AI 
models while “future-proofing” technology infrastruc-
ture, reducing cloud computing costs, and enhancing 
data privacy. Although AI’s increased energy demands 
pose sustainability challenges, advancements in energy 
sources and efficiency are making AI hardware more 
accessible. Looking forward, AI’s continued integration 
into devices could revolutionize the Internet of Things 
and robotics, transforming industries like health care 
through smarter, more autonomous devices. 

Business of technology

IT, amplified: AI elevates the reach 
(and remit) of tech talent

After years of progressing toward lean IT and every-
thing-as-a-service offerings, AI is sparking a shift away 
from virtualization and austere budgets. Long viewed 
as the lighthouse of digital transformation through-
out the enterprise, the IT function is now taking on AI 
transformation. Because of generative AI’s applicability 
to writing code, testing software, and augmenting tech 
talent in general, forward-thinking technology leaders 
are using the current moment as a once-in-a-blue-moon 

介绍 满足所有组织需求的有效选择。企业现在正在考虑
小型语言模型和开源选项，以便能够在更小、更精

艾尔无处不在：像魔术一样，但有算法 确的数据集上训练LLM。加上多模态模型和基于人
工智能的模拟，这些新型人工智能正在构建一个未

生殖人工智能仍然是今年的流行语，但2025年技术
趋势一一事实上，技术的未来一—不仅仅是人工智能

来，企业可以为每项任务找到正确的人工智能类型
。这包括不仅回答问题而且完成任务的人工智能。

。今年的报告揭示了人工智能在多大程度上融入了 在未来几年，对执行的关注可能会迎来一个代理人
我们的生活。我们最终会认为它是理所当然的，并 工智能的新时代，为消费者和组织提供能够改变我
像看待HTTP或电一样看待它：我们只是希望它能工
作。人工智能将在后台安静地运行，优化我们城市

们工作和生活方式的副驾驶。

的交通，个性化我们的医疗保健，或在教育中创建
适应性强和可访问的学习路径。

我们不会主动使用它；我们将简单地体验一个世界 计算
，在这个世界中，它让一切工作得更智能、更快、
史直观一一就像魔术一样，但基于算法。（2025年 硬件正在吞噬世界

科技趋势》的六个章节反映了这一新兴现实。
在多年的软件统治之后，硬件重新成为焦点。由于
人工智能需要专门的计算资源，公司正在转向先进
的芯片来支持人工智能工作负载。此外，嵌入人工

互动 智能芯片的个人电脑准备通过提供对离线人工智能
模型的访问，同时“面向未来”的技术基础设施，

空间计算占据中心舞台 降低云计算成本，并增强数据隐私，来增强知识工

空间计算继续激发企业的兴趣，因为它能够打破信
作者的能力。尽管人工智能增加的能源需求带来了
可持续发展的挑战，但能源和效率的进步正在使人

息现岛，为员工和客户创造更自然的信息交互方式 工智能硬件变得更容易获得。展望未来，人工暂能
。我们已经看到企业通过高级模拟等用例获得成功 继续集成到设备中可能会彻底改变物联网和机器人
，这些用例充许组织测试不同的场景，以了解客种 技术，通过更智能、更自主的设备改变医疗保健等
条件将如何影响他们的运营。随着对有效管理空间

致据的更大关注，组织可以推动更先进的应用。在
行业。

未来几年，人工智能的进步可能会带来无缝的空间
计算体验和改进的互操作性，最终使人工智能代理
能够预测和主动满足用户的需求。

技术商业

它，被放大了：铝提升了范围
科技人才（和汇款）

信息 经过多年向精益T和一切即服务产品的发展，人工
智能正在引发从虚拟化和紧缩预算的转变。长期以

艾尔的下一步是什么？ 来，IT部门一直被视为整个企业数字化转型的灯塔
现在它正在进行人工智能转型。由于生成性人工

为了利用国绕生成式人工智能的蓬勃发展，许多组 智能在编写代码、测试软件和增强技术人才方面的
织已经采用了大型语言模型（LLM)，这是许多用例的
最佳选择。但是有些人已经开始向前看了。尽管

适用性，具有前瞻性思维的技术领导者正在利用当
前这个千载难逢的机会

LLM具有普遍适用性，但它可能不是最
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opportunity to transform IT across five pillars: infra-
structure, engineering, finance operations, talent, and 
innovation. As both traditional and generative AI capa-
bilities grow, every phase of tech delivery could see a 
shift from human in charge to human in the loop. Such a 
move could eventually return IT to a new form of lean IT, 
leveraging citizen developers and AI-driven automation. 

Cyber and trust

The new math: Solving cryptography 
in an age of quantum 

In their response to Y2K, organizations saw a loom-
ing risk and addressed it promptly. Today, IT faces a 
new challenge, and it will have to respond in a similarly 
proactive manner. Experts predict that quantum comput-
ers, which could mature within five to 20 years, will 
have significant implications for cybersecurity because 
of their ability to break existing encryption methods and 
digital signatures. This poses a risk to the integrity and 
authenticity of data and communications. Despite the 
uncertainty of the quantum computer timeline, inaction 
on post-quantum encryption is not an option. Emerging 
encryption standards offer a path to mitigation. Updating 
encryption practices is fairly straightforward—but it’s a 
lengthy process, so organizations should act now to stay 
ahead of potential threats. And while they’re at it, they 
can consider tackling broader issues surrounding cyber 
hygiene and cryptographic agility. 

Core modernization

The intelligent core: AI changes 
everything for core modernization 

Core systems providers have invested heavily in AI, 
rebuilding their offerings and capabilities around an 
AI-fueled or AI-first model. The integration of AI into 

core enterprise systems represents a significant shift in 
how organizations operate and leverage technology for 
competitive advantage. This transformation is about 
automating routine tasks and fundamentally rethinking 
and redesigning processes to be more intelligent, efficient, 
and predictive. It requires careful planning due to inte-
gration complexity, strategic investment in technology 
and skills, and a robust governance framework to ensure 
smooth operations. But beware of the automation para-
dox: The more complexity is added to a system, the more 
vital human workers become. Adding AI to core systems 
may simplify the user experience, but it will make them 
more complex at an architectural level. Deep technical 
skills are still critical for managing AI in core systems. 

Conclusion

Breadth is the new depth: The power 
of intentional intersections

Organizations have long relied on innovation-driven new 
revenue streams, synergies created through mergers and 
acquisitions, and strategic partnerships. But increasingly, 
segmentation and specialization have given way to inten-
tional intersections of technologies and industries. For 
example, when two technologies intersect, they are often 
complementary, but they can also augment each other so 
that both technologies ultimately accelerate their growth 
potential. Similarly, new opportunities can emerge when 
companies aim to extend their market share by purpose-
fully partnering across seemingly disparate industries.

跨五大支柱转变IT的机会：基础设施、工程、财 核心企业系统代表了组织如何运营和利用技术
务运营、人才和创新。随着传统和生成式人工智获得竞争优势的重大转变。这种转变是关于日
能能力的增长，技术交付的每个阶段都可以看到」常任务的自动化，以及从根本上重新思考和重
从负责人到参与人的转变。这一举措最终可能会 新设计流程，使其更加智能、高效和可预测。
让IT回到一种新形式的精益IT，利用公民开发者 由于集成的复杂性、技术和技能方面的战略投
和人工智能驱动的自动化。 资以及确保平稳运营的强大治理框架，这需要

仔细规划。但是要小心自动化论：系统越复杂
人类工作者就变得越重要。将人工智能添加

网络和信任 到核心系统中可能会尚化用户体验，但这将使
它们在架构层面上变得更加复杂。深厚的技术

新数学：在量子时代解决密码学 技能对于管理核心系统中的人工智能仍然至关
重要。

在应对2000年问题时，各组织看到了迫在眉肆

的风险，并迅速加以解决。今天，它面临着新的
挑战，它必须以同样积极主动的方式作出反应。

结论

专家预测，可能在5到20年内成熟的量子计算机

将对网络安全产生重大影响，因为它们能够破解
广度是新的深度：有意交集的力

现有的加密方法和数字签名。这给数据和通信的
完整性和真实性带来了风险。尽管量子计算机时
间表存在不确定性，但对后量子加密无所作为不

组织长期以来依赖于创新驱动的新收入流、通

是一个选项。新兴的加密标准提供了一条缓解途
过并购创造的协同效应以及战略合作伙伴关系
。但越来越多的细分和专业化已经让位于技术

径。更新加密实践相当简单，但这是一个漫长的 和行业的有意交叉。例如，当两种技术交叉时
过程，因此组织应该立即行动，以领先于潜在威
励。与此同时，他们可以考虑解决围绕网络卫生

，它们通常是互补的，但是它们也可以相互增
强，以便两种技术最终都加速它们的增长潜力

和加密灵活性的更广泛的问题。 。类似地，当公司通过有目的地在看似不同的
行业合作来扩大市场份额时，新的机会就会出
现。

核心现代化

智能核心人工智能改变核心
现代化的一切

核心系统提供商在人工智能方面投入了大量资金
，围绕人工智能驱动或人工智能优先的模式重建

他们的产品和能力。将人工智能集成到
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Two years after generative artificial intelligence staked 
its claim as the free space on everyone’s buzzword-bingo 
cards, you’d be forgiven for imagining that the future of 
technology is simply … more AI. That’s only part of the 
story, though. We propose that the future of technology 
isn’t so much about more AI as it is about ubiquitous 
AI. We expect that, going forward, AI will become so 
fundamentally woven into the fabric of our lives that it’s 
everywhere, and so foundational that we stop noticing it. 

Take electricity, for example. When was the last time you 
actually thought about electrons? We no longer marvel 
that the lights turn on—we simply expect them to work. 
The same goes for HTTP, the unseen thread that holds 
the internet together. We use it every day, but I’d bet 
most of us haven’t thought about (let alone uttered) the 
word “hypertext” in quite some time. 

AI will eventually follow a similar path, becoming so 
ubiquitous that it will be a part of the unseen substruc-
ture of everything we do, and we eventually won’t even 
know it’s there. It will quietly hum along in the back-
ground, optimizing traffic in our cities, personalizing our 
health care, and creating adaptative and accessible learn-
ing paths in education. We won’t “use” AI. We’ll just 
experience a world where things work smarter, faster, 
and more intuitively—like magic, but grounded in algo-
rithms. We expect that it will provide a foundation for 
business and personal growth while also adapting and 
sustaining itself over time. 

Nowhere is this AI-infused future more evident than in 
this year’s Tech Trends report, which each year explores 
emerging trends across the six macro forces of informa-
tion technology (figure 1 in the executive summary). 
Half of the trends that we’ve chronicled are elevating 
forces—interaction, information, and computation—that 
underpin innovation and growth. The other half—the 
grounding forces of the business of technology, cyber 
and trust, and core modernization—help enterprises 
seamlessly operate while they grow.

As our team put the finishing touches on this year’s 
report, we realized that this sublimation and diffu-
sion of AI is already afoot. Not the “only trend” nor 
“every trend,” AI is the scaffolding and common thread 
buttressing nearly every trend. (For those keeping a close 
eye at home, “The new math: Solving cryptography in 
an age of quantum”—about the cybersecurity implica-
tions of another game-changing technology, quantum 
computing—is the only one in which AI does not have 
a foundational role. Yet behind the scenes, AI advance-
ments are accelerating advances in quantum.) 

•	 Spatial computing takes center stage: Future AI 
advancements will enhance spatial-computing simu-
lations, eventually leading to seamless spatial-com-
puting experiences integrated with AI agents. 

•	 What’s next for AI?: As AI evolves, the enterprise 
focus on large language models is giving way 
to small language models, multimodal models, 
AI-based simulations, and agents that can execute 
discrete tasks. 

AI everywhere: Like magic,  
but with algorithms
Tech Trends 2025 reveals how much artificial intelligence is being woven into the 
fabric of our lives—making everything work smarter, faster, and more intuitively 
Kelly Raskovich

INTRODUCTION介绍

艾尔无处不在：像魔术一样
，但有算法

《2025年科技趋势》揭示了人工智能正在如何融入我们的生活一—让一切工作更智能、更快速、更直
观

凯利·拉斯科维奇

在生成式人工智能宣称自己是每个人的流行语宾 这种人工智能的未来在今年的《技术趋势报告》
果卡上的免费空间的两年后，你想象技术的未来 中表现得最为明显，该报告每年都探索信息技术
只是简单的..更多Al。不过，这只是故事的一部 六大宏观力量的新兴趋势(执行摘要中的图1)。
分。我们认为，技术的未来与其说是更多的人工
智能，不如说是无处不在 我们记录的趋势中有一半是支撑创新和增长的提

升力量一一交互、信息和计算。另一半一一技术、
艾。我们预计，展望未来，人工智能将从根本上 网络和信任以及核心现代化的业务基础——帮助企
触入我们的生活，它无处不在，如此基础，以至 业在成长的同时无缝运营。
于我们不再注意到它。

以电为例。你最后一次真正想到电子是什么时候？
我们不再对灯亮了感到惊奇一一我们只是帮望它们 随着我们的团队对今年的报告进行最后的润色，我们
能工作。 意识到人工智能的升华和扩散已经在进行中。不是“
HTTP也是如此，这个看不见的线程将互联网连接 唯一趋势”，也不是“所有趋势”，人工智能是支撑

在一起。我们每天都在使用它，但我欧打赌，我们 几乎所有趋势的脚手架和共同主线，（对于那些在家里

大多数人在相当长的一段时间里都没有想过(更不用 密切关注的人来说，《新数学：在量子时代解决密码术

说说出）“超文本”这个调了。 > (The new math:Solving cryptography in a age of

quantum)——关于另一项改变游戏规则的技术量子计

人工智能最终将遵循类似的道路，变得如此无处 算的网络安全影响一一是唯一一部人工智能没有发挥

不在，以至于它将成为我们所做一切的看不见的 基础性作用的作品。然而在幕后，人工智能的进步正

底层结构的一部分，我们最终基至不会知道它的 在加速量子的进步。

存在。它将在背景中悄然运行，优化我们城市的
交通，使我们的医疗保健个性化，并在教育领城
创造适应性强、易于使用的学习途径。我们不会 空间计算占据中心舞台：未来的人工智能进步

“使用”Al。我们将会体验到一个世界，在这个 将增强空间计算模拟，最终导致与人工智能
世界里，事情变得史聪明、史快、史直观一一就 代理集成的无缝空间计算体验。

像魔术一样，但是基于算法。我们希塑它能为企
业和个人成长奠定基础，同时也能随着时间的推
移自我调整和维持。

AI的下一步是什么？随着人工智能的发展，
企业对大型语言模型的关注正在让位于小型语
言模型、多模态模型、基于人工智能的模拟以
及可以执行离散任务的代理。
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•	 Hardware is eating the world: After years of soft-
ware dominance, hardware is reclaiming the spot-
light, largely due to AI’s impact on computing chips 
and its integration into end-user devices, the Internet 
of Things, and robotics.

•	 IT, amplified: AI elevates the reach (and remit) of 
tech talent: AI’s applicability to writing code, testing 
software, and augmenting tech talent is transform-
ing IT and sparking a shift away from virtualization 
and austere budgets. 

•	 The intelligent core: AI changes everything for 
core modernization: Core systems providers have 
invested heavily in AI, which may simplify the user 
experience and data-sharing across applications 
but will make these systems more complex at an 
architectural level. 

Because we expect AI to become part of tomorrow’s 
foundational core—like electricity, HTTP, and so many 
other technologies—it’s exciting to think about how AI 
might evolve in the next few years as it marches toward 
ubiquity, and how we as humans may benefit. We here at 
Tech Trends will be chronicling every step of the journey.

Until next time,

Kelly Raskovich 
Office of the CTO
Executive editor, Tech Trends

。硬件正在吞噬世界：在软件占据主导地位多年 因为我们预计人工智能将成为未来基础核心的一部
后，硬件正在夺回聚光灯，这主要是由于人工 分一一就像电力、HTTP和许多其他技术一样一一想

智能对计算芯片的影响及其与最终用户设备、 象一下人工智能在未来几年走向无处不在时会如何

物联网和机器人的集成。 发展，以及我们人类会如何受益，这是令人兴奋的
。我们这里的科技趋势将记录下旅程的每一步。

*它被放大了：人工智能提升了技术人才的范围
人工智能在编写代码、测试软件和增加技术人 直到下一次，
才方面的适用性正在改变IT，并引发了从虚拟

饰 Kuey R
化和案缩预算的转变。

凯利·拉斯科维奇
智能核心：人工智能改变一切 首席技术干事办公室
核心现代化：核心系统提供商在人工智能方面 《技术趋势》执行主编
投入了大量资金，这可能会简化用户体验和
跨应用程序的数据共享，但会使这些系统在
架构层面变得更加复杂。

6
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Trending the trends

2017

2019

2020

2025

2016

2018

2021

2022

2023

2024

Mixed reality

Beyond 
marketing

Intelligent 
interfaces

Human 
experience
platforms

AR and VR
go to work

Internet of 
Things

Digital reality

Bespoke for 
billions

Rebooting the 
digital 
workplace

Through the 
glass

Interfaces in 
new places

Spatial 
computing 
takes center 
stage

INTERACTION

Machine 
intelligenceDark analytics

AI-fueled
organizations

Digital twins

Industrialized
analytics

Enterprise 
data
sovereignty

ML Ops: 
Industrialized 
AI

Machine data
revolution

Data sharing 
made easy

Opening up 
to AI

Genie out of 
the bo�le

What’s next 
for AI?

INFORMATION

Cloud goes 
vertical

Trust economyEverything 
as-a-service

NoOps in a 
serverless 
world

Democratized 
trust

Blockchain to
blockchains

API
imperative

Blockchain: 
Ready for
business

Above the 
clouds

Smarter, not 
harder

Hardware 
is eating 
the world

COMPUTATION

Inevitable 
architecture

IT
unbounded

Connectivity 
of tomorrow

Architecture 
awakens

Finance and 
the future of 
IT

Autonomic 
platformsRight speed IT

Reengineering
technology

No-collar 
workforce

Supply 
unchained

Strategy, 
engineered

The tech stack 
goes physical

DEI tech: 
Tools for
equity

Flexibility, 
the best ability

From DevOps 
to DevEx

IT, amplified

BUSINESS OF 
TECHNOLOGY

DevSecOps 
and the cyber 
imperative

Ethical 
technology 
and trust

Zero trust

Cyber AI

In us we trust

Defending 
reality

The new math

CYBER 
AND TRUST

Reimagining 
core systems

The new 
core

Core revival

IT, disrupt 
thyself

Connect and 
extend

Core workout

The intelligent 
core

CORE 
MODERNIZATION

Note: To learn more about past Tech Trends, go to www.deloi�e.com/us/TechTrends

Source: Deloi�e analysis.

潮流趋势

互动 信息 计算 的业务
接术 和信任

计算机的
现代化
桃心服分

2025

空调计算
占据中心 它被放大了 新数学 智能核心
舞台

2024

精兄旁
辈季出来了 核心练

2023 穿过
玻璃

在云最之 灵活性，最 我们信任我们 连接和扩展
好的能力

2022

区块链
总好营

术堆
身体接验

网人工智能
公平

2021
重新启动 为..定制 机器数据

十亿
祖聘：工

供应

人工智能 释放 零信任 核心复兴

2020 数字双的胎
全胜和
的未来 建筑觉醒 造德技术

浩意技术
和信任

2019
彩用的
强口 超出 a中的NoOps 来象的连摄

营销

2018 数字现实 鑫 无领
必要的 劳动力 再造技术 新的

主校国家 核心

2017 限合现实 黑暗分析 服务 信任经济

2016 互联网 ARRVR 工业化的 使民主化 内右加速 白主平台
东西 上班 信任

重新设计
分析季 核心系统

注：要了解更多过去的技术稳势，去www.deloitte.com/us/TechTrends

来源：德动分析。
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Today’s ways of working demand deep expertise in narrow 
skill sets. Being informed about projects often requires 
significant specialized training and understanding of 
context, which can burden workers and keep information 
siloed. This has historically been true especially for any 
workflow involving a physical component. Specialized 
tasks demanded narrow training in a variety of unique 
systems, which made it hard to work across disciplines. 

One example is computer-aided design (CAD) software. 
An experienced designer or engineer can view a CAD file 
and glean much information about the project. But those 
outside of the design and engineering realm—whether 
they’re in marketing, finance, supply chain, project 
management, or any other role that needs to be up to 
speed on the details of the work—will likely struggle 
to understand the file, which keeps essential technical 
details buried.

Spatial computing is one approach that can aid this type 
of collaboration. As discussed in Tech Trends 2024, 
spatial computing offers new ways to contextualize 
business data, engage customers and workers, and inter-
act with digital systems. It more seamlessly blends the 
physical and digital, creating an immersive technology 
ecosystem for humans to more naturally interact with 
the world.1 For example, a visual interaction layer that 
pulls together contextual data from business software 
can allow supply chain workers to identify parts that 
need to be ordered and enable marketers to grasp a prod-
uct’s overall aesthetics to help them build campaigns. 
Employees across the organization can make meaning of 
and, in turn, make decisions with detailed information 
about a project in ways anyone can understand. 

If eye-catching virtual reality (VR) headsets are the first 
thing that come to mind when you think about spatial 
computing, you’re not alone. But spatial computing is 
about more than providing a visual experience via a 
pair of goggles. It also involves blending standard busi-
ness sensor data with the Internet of Things, drone, light 
detection and ranging (LIDAR), image, video, and other 
three-dimensional data types to create digital representa-
tions of business operations that mirror the real world. 
These models can be rendered across a range of inter-
action media, whether a traditional two-dimensional 
screen, lightweight augmented reality glasses, or full-on 
immersive VR environments. 

Spatial computing senses real-world, physical compo-
nents; uses bridging technology to connect physical 
and digital inputs; and overlays digital outputs onto a 
blended interface (figure 1).2

Spatial computing’s current applications are as diverse 
as they are transformative. Real-time simulations have 
emerged as the technology’s primary use case. Looking 
ahead, advancements will continue to drive new and 
exciting use cases, reshaping industries such as health 
care, manufacturing, logistics, and entertainment—
which is why the market is projected to grow at a rate 
of 18.2% between 2022 and 2033.3 The journey from 
the present to the future of human-computer interaction 
promises to fundamentally alter how we perceive and 
interact with the digital and physical worlds.

Spatial computing takes center stage
What is the future of spatial computing? With real-time simulations as just the 
start, new, exciting use cases can reshape industries ranging from health care  
to entertainment. 
Kelly Raskovich, Bill Briggs, Mike Bechtel, and Ed Burns

INTERACTION互动

空间计算占据中心舞台
空间计算的未来是什么？实时模拟只是一个开始，新的令人兴奋的用例可以重塑从医疗保健到娱
乐等行业。

凯利·拉斯科维奇，比尔·布里格斯，迈克·贝克特尔和艾德·伯恩思斯

当今的工作方式要求在狭窄的技能范国内有深厚 如果当你想到空间计算时，首先想到的是引人注
的专业知识。了解项目通常需要大量的专业培训 自的虚拟现实(VR)耳机，那么你并不孤单。但是
和对背景的理解，这会给工作人员带来负担，并 空间计算不仅仅是通过一副护目镜提供视觉体验
使信息孤立。这在历史上是真实的，尤其是对于 。它还涉及将标准业务传感器数据与物联网、无
任何涉及物理组件的工作流。专门的任务需要在 人机、光探测和测距(LIDAR)、图像、视频和其他
各种独特的系统中进行狭窄的训练，这使得跨学 三维数据类型相结合，以创建反映真实世界的业
科工作变得困难。 务运营的数字表示。

一个例子是计算机辅助设计(CAD)软件。 这些模型可以在一系列交互媒体上呈现，无论是
有经验的设计师或工程师可以查看CAD文件，并 传统的二维屏幕，轻量级增强现实眼镜，还是完
收集有关项目的许多信息。但那些设计和工程领 全沉漫式VR环境。

域之外的人一一无论他们是在营销、金融、供应
链、项目管理或任伺其他需要了解工作细节的角
色一一可能会很难理解这份文件，因为它隐减了 空间计算感知真实世界的物理组件；使用桥接技

重要的技术细节。 术连接物理和数字输入；并将数字输出叠加到混
合接口上(图1)。2

空间计算是有助于这种协作的一种方法。正如《 空间计算目前的应用既多样又具有变革性。实时
2024年技术趋势》中所讨论的，空间计算提供了 模拟已经成为该技术的主要用例。展望未来，进
新的方法来将业务数据能入上下文，吸引客户和 步将继续推动新的和令人兴奋的用例，重型医疗
员工，并与数字系统进行交互。它更无缝地聪合 保健、制造、物流和娱乐等行业，这就是为什么
了物理和数字，为人类创造了一个身临其境的技 市场预计将在2022年至2033年之间以18.2%的速

术生态系统，使人类能够更自然地与世界进行交 度增长。3人机交互从现在到未来的旅程有望从根
互。1例如，从业务软件中收集上下文数据的视觉 本上改变我们对数字和物理世界的感知和交互方
交互层可以让供应链员工识别需要订购的零件， 式。

并使营销人员能够掌握产品的整体关学，以帮助
他们开展营销活动。

整个组织的员工都可以理解项目的含义，进而以任
何人都可以理解的方式利用项目的详细信息做出决
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Now: Filled to the rim with sims

At its heart, spatial computing brings the digital world 
closer to lived reality. Many business processes have a 
physical component, particularly in asset-heavy indus-
tries, but, too often, information about those processes 
is abstracted, and the essence (and insight) is lost. 
Businesses can learn much about their operations from 
well-organized, structured business data, but adding 
physical data can help them understand those operations 
more deeply. That’s where spatial computing comes in. 

“This idea of being served the right information at 
the right time with the right view is the promise of 
spatial computing,” says David Randle, global head 
of go-to-market for spatial computing at Amazon Web 
Services (AWS). “We believe spatial computing enables 
more natural understanding and awareness of physical 
and virtual worlds.”4 

One of the primary applications unlocked by spatial 
computing is advanced simulations. Think digital twins, 
but rather than virtual representations that monitor 
physical assets, these simulations allow organizations 
to test different scenarios to see how various conditions 
will impact their operations. 

Imagine a manufacturing company where designers, 
engineers, and supply chain teams can seamlessly work 
from a single 3D model to craft, build, and procure all 
the parts they need; doctors who can view true-to-life 
simulations of their patients’ bodies through augmented 
reality displays; or an oil and gas company that can layer 
detailed engineering models on top of 2D maps. The 
possibilities are as vast as our physical world is varied. 

The Portuguese soccer club Benfica’s sports data science 
team uses cameras and computer vision to track players  
 

Figure 1

The possibilities of spatial operations

Digital

Augmented reality objects

Interactive digital objects

Holographic projections

Audio outputs

Avatars

Generative AI

Physical

Next-gen displays 

Wearables (for example, headset, 
smart eyewear, and pins)

Internet of Things devices 
(for example, biometric devices)

Sensory tech 
(for example, haptic suits) 

Spatial audio devices 

Cameras 

Next-gen ba eries

Bridging

Sensors (for example, LIDAR) 
and sensor fusion

Computer vision

GPS/spatial mapping so�ware

3D design and rendering tools

Comprehensive next-gen 
network infrastructure

Data lakes

Source: Abhijith Ravinutala et al., “Dichotomies spatial computing: Navigating towards a be�er future,” Deloi�e, April 22, 2024. 

图1

空间操作的可能性

身体的 桥接 数字的

可穿戴设备(例如，耳机、 传感器(例如，激光雷达)
智能眼镜和别针） 和传感器融合

增强现实物体

下一代显示器 计算机视觉 交互式数学对象

物联网设备
(例如，生物识别设备) GPS/空间制图软件 全息投影

感官技术
(例如，触觉套装）

3D设计和渣染工具 音频输出

空间音频设备 全面的下一代
网络基础设施 神使

摄像机 数据湖 生殖AI

下一代电池

现在：用模拟人生填满边缘 空间计算的主要应用之一是高级模拟。想想数字
双胞胎，但这些模拟不是监控物理资产的虚拟表

在其核心，空间计算使数学世界更接近现实生活
。许多业务流程有一个物理组件，特别是在资产

示，而是充许组织测试不同的场景，以了解各种

条件将如何影响他们的运营。
密集型行业，但是，太多时候，关于这些流程的
信息是抽象的，而本质(和洞察力)是丢失的。

企业可以从组织良好、结构化的业务数据中了解更 想象一下一家制造公司，设计师、工程师和供应
多有关其运营的信息，但添加物理数据可以帮助他 链团队可以无缝地从一个3D模型开始工作，来制
们更深入地理解这些运营。这就是空间计算的用武 作、构建和采购他们需要的所有零件；医生可以
之地。 通过增强现实显示器查看患者身体的逼真模拟；

亚马邀网络服务公司(AWS)的空间计算走向市场
或者是一家可以在2D地图上叠加详细工程模型的

全球负责人大卫·兰德尔说：“在正确的时间以正
石油和天然气公司。可能性是巨大的，因为我们

确的视角获得正确的信息是空间计算的承诺。
的物理世界是多种多样的。

解和感知物理和虚拟世界。四
“我们相信空间计算能够让我们更加自然地理

葡萄牙足球俱乐部本菲卡的体育数据科学团队使
用摄像机和计算机视觉来跟踪球员

10
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throughout matches and develop full-scale 3D models 
of every move its players make. The cameras collect 
2,000 data points from each player, and AI helps identify 
specific players, the direction they were facing, and criti-
cal factors that fed into their decision-making. The data 
essentially creates a digital twin of each player, allowing 
the team to run simulations of how plays would have 
worked if a player was in a different position. X’s and 
O’s on a chalkboard are now three-dimensional models 
that coaches can experiment with.5

“There’s been a huge evolution in AI pushing these 
models forward, and now we can use them in deci-
sion-making,” says Joao Copeto, chief information and 
technology officer at Sport Lisboa e Benfica.6 

This isn’t only about wins and losses—it’s also about 
dollars and cents. Benfica has turned player development 
into a profitable business by leveraging data and AI. 
Over the past 10 years, the team has generated some 
of the highest player-transfer deals in Europe. Similar 
approaches could also pay dividends in warehouse oper-
ations, supply chain and logistics, or any other resource 
planning process.

Advanced simulations are also showing up in medical 
settings. For instance, virtual patient scenarios can be 
simulated as a training supplement for nurses or doctors 
in a more dynamic, self-paced environment than text-
books would allow. This may come with several chal-
lenges, such as patient data concerns, integration of AI 
into existing learning materials, and the question of 
realism. But AI-based simulations are poised to impact 
the way we learn.7 

Simulations are also starting to impact health care 
delivery. Fraser Health Authority in Canada has been a 
pioneer in leveraging simulation models to improve care.8 
By creating a first-of-its-kind system-wide digital twin, 
the public health authority in British Columbia generated 
powerful visualizations of patient movement through 
different care settings and simulations to determine the 
impact of deploying different care models on patient 
access. Although the work is ongoing, Fraser expects 
improvement in appropriate, need-based access to care 
through increased patient awareness of available services.

New: Data is the differentiator

Enterprise IT teams will likely need to overcome signifi-
cant hurdles to develop altogether-new spatial comput-
ing applications. They likely haven’t faced these hurdles 
when implementing more conventional software-based 
projects. While these projects have compelling busi-
ness value, organizations will have to navigate some 
uncharted waters to achieve them.

For one thing, data isn’t always interoperable between 
systems, which limits the ability to blend data from 
different sources. Furthermore, the spaghetti diagrams 
mapping out the path that data travels in most organi-
zations are circuitous at best, and building the data pipe-
lines to get the correct spatial data into visual systems 
is a thorny engineering challenge. Ensuring that data is 
of high quality and faithfully mirrors real-world condi-
tions may be one of the most significant barriers to using 
spatial computing effectively.9 

Randle of AWS says spatial data has not historically been 
well managed at most organizations, even though it 
represents some of a business’s most valuable information.

“This information, because it’s quite new and diverse, 
has few standards around it and much of it sits in silos, 
some of it’s in the cloud, most of it’s not,” says Randle. 
“This data landscape encompassing physical and digital 
assets is extremely scattered and not well managed. Our 
customers’ first problem is managing their spatial data.”10

Taking a more systematic approach to ingesting, orga-
nizing, and storing this data, in turn, makes it more 
available to modern AI tools, and that’s where the real 
learnings begin.

Data pipelines deliver the fuel that drives business 

We’ve often heard that data is the new oil, but for an 
American oil and gas company, the metaphor is becom-
ing reality thanks to significant effort in replumbing some 
of its data pipelines. 

The energy company uses drones to conduct 3D scans of 
equipment in the field and its facilities, and then applies 

在整个比赛过程中，开发球员每个动作的全尺寸 新数是异化因系
3D模型。摄像机从每个球员那里收集2000个数据点
，人工智能可以帮助识别特定的球员，他们面对的 企业IT团队可能需要克服重大障碍来开发全新的空
方向，以及影响他们决策的关键因素。这些数据基 间计算应用程序。在实现更传统的基于软件的项目
本上创建了每个球员的数字双胞胎，允许团队运行 时，他们可能没有遇到这些障碍。虽然这些项目具
模拟，如果球员在不同的位置，比赛会如间进行。 有引人注目的商业价值，但是组织将不得不在未知
黑板上的x和O现在是教练可以试验的三维模型 的水暖中航行来实现它们

首先，系统之间的数据并不总是可以互操作的，这
SportLisboaeBenfica的首席信息和技术官Joao 限制了融合不同来源数据的能力。此外，绘制数据
Copeto说：“人工智能已经发生了巨大的演变，推
动了这些模型的发展，现在我们可以在决策中使用

在大多数组织中传播路径的意大利面条图充其量也
是迁回的，并且构建数据管道以将正确的空间数据

它们。 导入可视化系统是一个棘手的工程挑战。确保数据

这不仅仅是输赢的问题，还关系到金钱。本菲卡
的高质量和真实反映真实世界的情况可能是有效利

通过利用数据和人工智能，将球员开发变成了一
用空间计算的最大障碍之一。9

项有利可图的业务。

在过去的10年里，这支球队创造了一些欧洲最高的
球员转会交易。美类似的方法也可以在仓库运营、供
应链和物流或任何其他资源规划过程中产生效益。 AWS的Randle说，在大多数组织中，空间数据一直

没有得到很好的管理，尽管它代表了一些企业最有
价值的信息。

高级模拟也出现在医疗环境中。例如，虚拟病人场 Randle说：“由于这些信息非常新而且种类繁多，因
景可以作为护士或医生的培训补充，在一个比教科 此几乎没有相关的标准，而且大部分信息都是孤立
书允许的更动态、自定进度的环境中进行模拟。这 的，有些在云中，大部分则没有。
可能会带来一此排战，例如患者数据问题，将人工 “这种包含物理和数字资产的数据环境极其分散，
智能集成到现有的学习材料中，以及现实主义问题 而且管理不善。我们客户的第一个问题是管理他们
。但是基于人工智能的模拟将会影响我们的学习方 的空间数据。10
式

过来，采取更系统的方法来吸收、组织和存储这
些数据，使其更适用于现代人工智能工具，这是真
正的学习开始的地方。

模拟也开始影响医疗保健服务。加拿大Fraser
HealthAuthority是利用模拟模型改善护理的先驱

。8不列颠哥伦比亚省公共卫生局创建了首个全系统 数据管道提供推动业务的燃料
数字双胞胎，通过不同的护理设置和模拟生成了强
大的患者移动可视化，以确定部署不同护理模型对 我们经常听说数据是新的石油，但对于一家美国石
患者访问的影响。虽然这项工作仍在进行中，但弗 油和天然气公司来说，这一比愉正在成为现实，这
雷泽希望通过提高患者对现有服务的认识，改善适 要归功于在重新铺设一些数据管道方面所做的巨大
当的、基于需求的医疗服务。 努力。

能源公司使用无人机对该领域的设备及其设施进行
3D扫描，然后申请

E
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computer vision to the data to ensure its assets operate 
within predefined tolerances. It’s also creating high-fi-
delity digital twins of assets based on data pulled from 
engineering, operational, and enterprise resource plan-
ning systems. 

The critical piece in each example? Data integration. The 
energy giant built a spatial storage layer, using appli-
cation program interfaces to connect to disparate data 
sources and file types, including machine, drone, busi-
ness, and image and video data.11 

Few organizations today have invested in this type of 
systematic approach to ingesting and storing spatial data. 
Still, it’s a key factor driving spatial computing capabil-
ities and an essential first step for delivering impactful 
use cases.

Multimodal AI creates the context 

In the past, businesses couldn’t merge spatial and busi-
ness data into one visualization, but that too is chang-
ing. As discussed in “What’s next for AI?” multimodal 
AI—AI tools that can process virtually any data type 
as a prompt and return outputs in multiple formats—is 
already adept at processing virtually any input, whether 
text, image, audio, spatial, or structured data types.12 
This capability will allow AI to serve as a bridge between 
different data sources, and interpret and add context 
between spatial and business data. AI can reach into 
disparate data systems and extract relevant insights. 

This isn’t to say multimodal AI eliminates all barriers. 
Organizations still need to manage and govern their data 
effectively. The old saying “garbage in, garbage out” has 
never been more prescient. Training AI tools on disorga-
nized and unrepresentative data is a recipe for disaster, as 
AI has the power to scale errors far beyond what we’ve 
seen with other types of software. Enterprises should 
focus on implementing open data standards and working 
with vendors to standardize data types. 

But once they’ve addressed these concerns, IT teams 
can open new doors to exciting applications. “You can 
shape this technology in new and creative ways,” says 
Johan Eerenstein, executive vice president of workforce 
enablement at Paramount.13 

Next: AI is the new UI

Many of the aforementioned challenges in spatial 
computing are related to integration. Enterprises strug-
gle to pull disparate data sources into a visualization 
platform and render that data in a way that provides 
value to the user in their day-to-day work. But soon, AI 
stands to lower those hurdles. 

As mentioned above, multimodal AI can take a variety 
of inputs and make sense of them in one platform, but 
that could be only the beginning. As AI is integrated 
into more applications and interaction layers, it allows 
services to act in concert. As mentioned in “What’s next 
for AI?” this is already giving way to agentic systems that 
are context-aware and capable of executing functions 
proactively based on user preferences.

These autonomous agents could soon support the roles 
of supply chain manager, software developer, financial 
analyst, and more. What will separate tomorrow’s agents 
from today’s bots will be their ability to plan ahead and 
anticipate what the user needs without even having to 
ask. Based on user preferences and historical actions, 
they will know how to serve the right content or take 
the right action at the right time. 

When AI agents and spatial computing converge, users 
won’t have to think about whether their data comes 
from a spatial system, such as LIDAR or cameras (with 
the important caveat that AI systems are trained on 
high-quality, well-managed, interoperable data in the 
first place), or account for the capabilities of specific 
applications. With intelligent agents, AI becomes the 
interface, and all that’s necessary is to express a prefer-
ence rather than explicitly program or prompt an appli-
cation. Imagine a bot that automatically alerts financial 
analysts to changing market conditions, or one that 
crafts daily reports for the C-suite about changes in the 
business environment or team morale. 

All the many devices we interact with today, be they 
phone, tablet, computer, or smart speaker, will feel 
downright cumbersome in a future where all we have to 
do is gesture toward a preference and let context-aware, 
AI-powered systems execute our command. Eventually, 
once these systems have learned our preferences, we may 
not even need to gesture at all.

以确保其资产在预定义的容差范围内运行。它还 下一个A是新的UI
基于从工程、运营和企业资源规划系统中提取的

数据创建高保真数字资产。 空间计算中的许多上述挑战都与集成有关。企业
努力将不同的数据源整合到一个可视化平台中，
并以一种在日常工作中为用户提供价值的方式呈

每个例子中的关键部分？数据整合。这家能源巨
现这些数据。但很快，人工智能将降低这些障碍

头构建了一个空间存储层，使用应用程序接口连
接到不同的数据源和文件类型，包括机器、无人
机、业务以及图像和视频数据。11 如上所述，多模态人工智能可以接受各种输入，

并在一个平台上理解它们，但这可能只是开始。
随着人工智能被集成到更多的应用程序和交互层

据的系统方法。

如今，很少有组织投资于这种吸收和存储空问致 它允许服务协同行动。正如《AI的下一步是什

尽管如此，它仍然是推动空间计算能力的一个关
么？这已经让位于代理系统，代理系统能够感知

键因素，也是交付有影响力的
上下文，并能够根据用户偏好主动执行功能。

用例。

多模态人工智能创造了环境 这些自主代理可能很快会支持供应链经理、软件
开发人员、金融分析师等角色。将明天的代理与

在过去，企业无法将空间和业务数据合并到一个 今天的机器人区分开来的将是他们提前计划和预
可视化中，但这种情况也在发生变化。正如“人 测用户需求的能力，而无需询问。基于用户偏好
工智能的下一步是什么？”多模式的
人工智能工具可以处理几乎在何数据类型作为提

和历史行为，他们将知道如何提供正确的内容或

在正确的时间采取正确的行动。
示，并以多种格式返回输出，它已经撞长处理几
乎任何输入，无论是文本、图像、音频、空间还
是结构化数据类型。12这种能力将充许人工智能
充当不同数据源之间的桥梁，并解释和添加空间 当人工智能代理和空间计算融合时，用户将不必

和业务数据之间的上下文。人工智能可以深入不 考虑他们的数据是否来自空间系统，如激光雷达

同的数据系统，并提取相关的见解。 或相机（重要的警告是，人工智能系统首先是针对
高质量、管理良好、可互操作的数据进行训练的）

这并不是说多模态人工智能消除了所有障碍。
，或者考虑特定应用程序的能力。有了智能代理

，人工智能就成了接口，所有需要做的就是表达
组织仍然需要有效地管理和治理他们的数据。
垃圾进来，垃圾出去”这句老话从未如此有先见

一个偏好，而不是明确地缩程或提示一个应用程
序。想象一下，一个自动提醒金融分析师不断变

之明。在杂乱无章和不具代表性的数据上训练人 化的市场条件的机器人，或者一个为首席管理人
工智能工具是一种灾难，因为人工智能有能力缩
小错误，远远超过我们在其他类型的软件中看到

员起草关于商业环境或团队士气变化的每日报告

的错误。企业应该专注于实现开放数据标准，并
与供应商一起标准化数据类型。

我们今天与之互动的所有许多设备，无论是电话
但是一旦他们解决了这些问题，IT团队就可以打 平板电脑、电脑还是智能扬声器，在未来都将
开令人兴奋的应用程序的新大门。 。““你可以用新 感觉非常本重，我们所要做的就是对偏好做出手
的和创造性的方式来塑造这项技术，“派拉蒙公 势，让环境感知的人工智能系统执行我们的命令
司人力资源执行副总裁JohanEerenstein说。13 。最终，一旦这些系统了解了我们的偏好，我们

基至根本不需要手势。

12
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The full impact of agentic AI systems on spatial comput-
ing may be many years out, but businesses can still 
work toward reaping the benefits of spatial comput-
ing. Building the data pipelines may be one of the 
heaviest lifts, but once built, they open up myriad use 
cases. Autonomous asset inspection, smoother supply 
chains, true-to-life simulations, and immersive virtual 

environments are just a few ways leading enterprises 
are making their operations more spatially aware. As 
AI continues to intersect with spatial systems, we’ll see 
the emergence of revolutionary new digital frontiers, 
the contours of which we’re only beginning to map out.

代理人工智能系统对空问计算的全面影响可 环境只是领先企业使其运营更具空间意识的
能需要很多年，但企业仍然可以努力收获空 几种方式。随着人工智能继续与空间系统交
间计算的好处。建立数据管道可能是最重的 叉，我们将看到革命性的新数字前沿的出现
电梯之一，但一旦建成，它们将打开无数的 ，我们才刚刚开始描绘出它的轮廓。
用例。自主资产检查、更顺畅的供应链、逼
真的模拟和身临其境的虚拟

理义

13
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Blink and you’ll miss it: The speed of artificial intelli-
gence’s advancement is outpacing expectations. Last year, 
as organizations scrambled to understand how to adopt 
generative AI, we cautioned Tech Trends 2024 readers 
to lead with need as they differentiate themselves from 
competitors and adopt a strategic approach to scaling 
their use of large language models (LLMs). Today, LLMs 
have taken root, with up to 70% of organizations, by 
some estimates, actively exploring or implementing LLM 
use cases.¹ 

But leading organizations are already considering AI’s 
next chapter. Instead of relying on foundation models 
built by large players in AI, which may be more powerful 
and built on more data than needed, enterprises are now 
thinking about implementing multiple, smaller models 
that can be more efficient for business requirements.² 
LLMs will continue to advance and be the best option 
for certain use cases, like general-purpose chatbots or 
simulations for scientific research, but the chatbot that 
peruses your financial data to think through missed reve-
nue opportunities doesn’t need to be the same model that 
replies to customer inquiries. Put simply, we’re likely to  
see a proliferation of different horses for different courses. 

A series of smaller models working in concert may 
end up serving different use cases than current LLM 
approaches. New open-source options and multimodal 
outputs (as opposed to just text) are enabling organiza-
tions to unlock entirely new offerings.³ 

In the years to come, the progress toward a growing 
number of smaller, more specialized models could 
once again move the goalposts of AI in the enterprise. 

Organizations may witness a fundamental shift in AI 
from augmenting knowledge to augmenting execution. 
Investments being made today in agentic AI, as this next 
era is termed, could upend the way we work and live by 
arming consumers and businesses with armies of sili-
con-based assistants. Imagine AI agents that can carry 
out discrete tasks, like delivering a financial report in a 
board meeting or applying for a grant. “There’s an app 
for that” could well become “There’s an agent for that.” 

Now: Getting the fundamentals right 

LLMs are undoubtedly exciting but require a great deal 
of groundwork. Instead of building models themselves, 
many enterprises are partnering with companies like 
Anthropic or OpenAI or accessing AI models through 
hyperscalers.4 According to Gartner®, AI servers will 
account for close to 60% of hyperscalers’ total server 
spending.5 Some enterprises have found immediate busi-
ness value in using LLMs, while others have remained 
wary about the accuracy and applicability of LLMs 
trained on external data.6 On an enterprise time scale, 
AI advancements are still in a nascent phase (crawling 
or walking, as we noted last year). According to recent 
surveys by Deloitte and Fivetran and Vanson Bourne, in 
most organizations, fewer than a third of generative AI 
experiments have moved into production, often because 
organizations struggle to access or cleanse all the data 
needed to run AI programs.7 To achieve scale, organiza-
tions will likely need to further think through data and 
technology, as well as strategy, process, and talent, as 
outlined in a recent Deloitte AI Institute report.

What’s next for AI?
While large language models continue to advance, new models and agents are 
proving to be more effective at discrete tasks. AI needs different horses for 
different courses.
Kelly Raskovich, Bill Briggs, Mike Bechtel, and Abhijith Ravinutala

INFORMATION信息

艾尔的下一步是什么？
随着大型语言模型的不断发展，新的模型和代理被证明在离散任务中更有效。艾尔需要不同的马
参加不同的比塞。

凯利·拉斯科维奇，比尔·布里格斯，迈克·贝克特尔和阿比吉特·拉维势塔拉

胶眼之间，你就会错过它：人工智能的进步速度超 组织可能会见证人工智能从增加知识到增加执行力
出了预期。去年，当组织争相了解如何采用生成 的根本转变
式人工智能时，我们提醒《技术趋势2024》的读 今天对智能人工智能的投资，被称为下一个时代
者以需求为导向，因为他们将自己与竞争对手区 ，可能会颠覆我们的工作和生活方式，为消资者

分开来，并采用战略性方法来扩展他们对大型语 和企业配备大量基于硅的助手。想象一下，人工
言模型（LLM)的使用。今天，LLM已经扎下了根，

上提交财务报告或申请拨款。“有一个应用程序
智能代理可以执行离散的任务，如在董事会会议

据估计，多达70%的组织都在积极探索或实现
LLM用例。1 很可能变成“有一个代理。”

但是主要组织已经在考患艾尔的下一章了。企业 现在：让基本面正确
现在不再依额大型人工智能公司构建的基础模型
，这些模型可能更强大，建立在比所需数据史多 LLM无疑是令人兴奋的，但需要大量的基础工作

的基础上，而是考虑实施多个更小的模型，以更 。许多企业不是自己构建模型，而是与
有效地满足业务需求。2LLM将继续发展，并成为 Anthropic或OpenAl等公司合作，或通过超大规

某些用例的最佳选择，如通用聊天机器人或科学 模计算访问人工智能模型。4根据Gartner的数据

研究模拟，但浏览您的财务数据以思考错过的收 ，人工智能服务器将占超大规模计算总服务器支
入机会的聊天机器人不需要与回复客户查询的模 出的近60%。5一些企业在使用LLM时发现了直接

型相同。简而言之，我们可能会看到不同的马匹 的业务价值，而其他企业仍对根据外部数据训练
在不同的球场上大量紧殖。 的LLM的准确性和适用性保持警惕。6在企业时间

范围内，人工智能进步仍处于萌芽阶段（爬行或行
走，如我们去年所述）。根据Deloitte和

Fivetran和VansonBourne最近的调查，在大多

一系列协同工作的更小的模型可能最终服务于不
数组织中，不到三分之一的生成式人工智能实验

[同的用例，而不是当前的LLM方法。新的开源选
已经进入生产阶段，这通常是因为组织难以访问

项和多模式输出(而不仅仅是文本)使组织能够开发
或清理运行人工智能程序所需的所有数据。7为了

全新的产品。3 实现规模化，组织可能需要进一步考虑数据和技
术，以及战略、流程和人才，正如DeloitteAl
Institute最近的报告中所概述的那样。

在未来的几年中，越来越多的更小、更专业的模
型可能会再次改变企业中人工智能的目标。

mo
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According to Deloitte’s 2024 State of Generative AI in 
the Enterprise Q3 report, 75% of surveyed organiza-
tions have increased their investments in data-life-cycle 
management due to generative AI.8 Data is foundational 
to LLMs, because bad inputs lead to worse outputs (in 
other words, garbage in, garbage squared). That’s why 
data-labeling costs can be a big driver of AI invest-
ment.9 While some AI companies scrape the internet 
to build the largest models possible, savvy enterprises 
create the smartest models possible, which requires 
better domain-specific “education” for their LLMs. For 
instance, LIFT Impact Partners, a Vancouver-based orga-
nization that provides resources to nonprofits, is fine-tun-
ing its AI-enabled virtual assistants on appropriate data 
to help new Canadian immigrants process paperwork. 
“When you train it on your organization’s unique 
persona, data, and culture, it becomes significantly more 
relevant and effective,” says Bruce Dewar, president and 
CEO of LIFT Impact Partners. “It brings authenticity 
and becomes a true extension of your organization.”10 

Data enablement issues are dynamic. Organizations 
surveyed by Deloitte said new issues could be exposed 
by the scale-up of AI pilots, unclear regulations around 
sensitive data, and questions around usage of external 
data (for example, licensed third-party data). That’s 
why 55% of organizations surveyed avoided certain 
AI use cases due to data-related issues, and an equal 
proportion are working to enhance their data security.11 
Organizations could work around these issues by using 
out-of-the-box models offered by vendors, but differen-
tiated AI impact will likely require differentiated enter-
prise data. 

Thankfully, once the groundwork is laid, the benefits 
are clear: Two-thirds of organizations surveyed say 
they’re increasing investments in generative AI because 
they’ve seen strong value to date.12 Initial examples of 
real-world value are also appearing across industries, 
from insurance claims review to telecom troubleshoot-
ing and consumer segmentation tools.13 LLMs are also 
making waves in more specialized use cases, such as 
space repairs, nuclear modeling, and material design.14 

As underlying data inputs improve and become more 
sustainable, LLMs and other advanced models (like 
simulations) may become easier to spin up and scale. 
But size isn’t everything. Over time, as methods for AI 
training and implementation proliferate, organizations 

are likely to pilot smaller models. Many may have data 
that can be more valuable than previously imagined, 
and putting it into action through smaller, task-oriented 
models can reduce time, effort, and hassle. We’re poised 
to move from large-scale AI projects to AI everywhere, 
as discussed in this year’s introduction.

New: Different horses for different courses

While LLMs have a vast array of use cases, the library is 
not infinite (yet). LLMs require massive resources, deal 
primarily with text, and are meant to augment human 
intelligence rather than take on and execute discrete 
tasks. As a result, says Vivek Mohindra, senior vice pres-
ident of corporate strategy at Dell Technologies, “there 
is no one-size-fits-all approach to AI. There are going to 
be models of all sizes and purpose-built options—that’s 
one of our key beliefs in AI strategy.”15 

Over the next 18 to 24 months, key AI vendors and 
enterprise users are likely to have a toolkit of models 
comprising increasingly sophisticated, robust LLMs 
along with other models more applicable to day-to-
day use cases. Indeed, where LLMs are not the optimal 
choice, three pillars of AI are opening new avenues of 
value: small language models, multimodal models, and 
agentic AI (figure 1).

Small language models 

LLM providers are racing to make AI models as effi-
cient as possible. Instead of enabling new use cases, these 
efforts aim to rightsize or optimize models for existing 
use cases. For instance, massive models are not neces-
sary for mundane tasks like summarizing an inspection 
report—a smaller model trained on similar documents 
would suffice and be more cost-efficient. 

Small language models (SLMs) can be trained by enter-
prises on smaller, highly curated data sets to solve more 
specific problems, rather than general queries. For exam-
ple, a company could train an SLM on its inventory 
information, enabling employees to quickly retrieve 
insights instead of manually parsing large data sets, a 
process that can sometimes take weeks. Insights from 
such an SLM could then be coupled with a user interface 
application for easy access. 
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Naveen Rao, vice president of AI at Databricks, believes 
more organizations will take this systems approach with 
AI: “A magic computer that understands everything is 
a sci-fi fantasy. Rather, in the same way we organize 
humans in the workplace, we should break apart our 
problems. Domain-specific and customized models can 
then address specific tasks, tools can run deterministic 
calculations, and databases can pull in relevant data. 
These AI systems deliver the solution better than any 
one component could do alone.”16

An added benefit of smaller models is that they can be 
run on-device and trained by enterprises on smaller, 
highly curated data sets to solve more specific problems, 
rather than general queries, as discussed in “Hardware is 
eating the world.” Companies like Microsoft and Mistral 
are currently working to distill such SLMs, built on fewer 

parameters, from their larger AI offerings, and Meta 
offers multiple options across smaller models and fron-
tier models.17 

Finally, much of the progress happening in SLMs is 
through open-source models offered by companies like 
Hugging Face or Arcee.AI.18 Such models are ripe for 
enterprise use since they can be customized for any 
number of needs, as long as IT teams have the internal 
AI talent to fine-tune them. In fact, a recent Databricks 
report indicates that over 75% of organizations are 
choosing smaller open-source models and customizing 
them for specific use cases.19 Since open-source models 
are constantly improving thanks to the contributions of a 
diverse programming community, the size and efficiency 
of these models are likely to improve at a rapid clip.

Figure 1

Different AI for different needs

Small language models Multimodal Agentic

Input TextText More than text

Data To be determinedLess Significant

Customization Vendors provide out-of-the-box 
capabilities, but works best when 
tailored

Need to be customized and trained 
on data they would work with

Less customization possible due to 
the volume of data required

Output MostSome More

Focus Text, customizable, applied to 
di�erent use cases (trainable) Can take concrete actions

Can’t train on smaller data sets;
needs greater input and has wider
variety of output

Source: Deloi�e research.

图1

不同的AI适合不同的需求

小型语言模型 多模式的 代理的

焦点 文本，可自定义，应用于
需要更大的投入和更多样的产
无法在较小的数据集上训练

不同的使用案例(可培训) 可以采取具体行动
出

投入 文本 不仅仅是文字 文本

输出 一些 更大的 最

数据 较少的 有意义的 待定

用户化 需要定制和培训 定制化程度较低，因为 供应商提供开箱即用的功
他们将要处理的数据 所需的数据量 能，但在定制时效果最佳

来源：德勤研究。

Databricks人工智能副总裁纳文·拉奥(Naveen 参数，从他们的较大的人工智能产品，和元提供了
Rao)认为，更多的组织将在人工智能方面采取这种 跨较小的模型和前沿模型的多个选项。17
系统方法：“一台理解一切的神奇计算机是科幻小说
中的幻想。相反，就像我们在工作场所组织人一样
，我们应该把我们的问题分解开来。特定领域和定 最后，SLM中的许多进步都是通过像Hugging
制的模型可以处理特定的任务，工具可以运行确定 Face或Arcee这样的公司提供的开源模型实现的。

性的计算，数据库可以获取相关的数据。 AI.18这种模型对于企业使用来说已经成熟，因为它

们可以根据任何数量的需求进行定制，只要IT团队
这些人工智能系统比任伺一个单独的组件都能更好 拥有内部人工智能人才来微调它们。事实上，最近
地提供解决方案。"16 的一份Databricks报告表明，超过75%的组织正在

选择更小的开源模型，并针对特定的用例对其进行
较小模型的一个额外好处是，它们可以在设备上运 定制。19由于开源模型由于多元化编程社区的贡献
行，并由企业在较小的高度精确的数据集上进行训 而不断改进，这些模型的规模和效率可能会迅速提
练，以解决更具体的问题，而不是一般性的查询， 高。

如“硬件正在吞喷世界”中所述像微软和Mistral这
样的公司
目前正在努力提炼这种SLM，建立在更少的

Joy
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Multimodal models 

Humans interact through a variety of mediums: text, 
body language, voice, videos, among others. Machines 
are now hoping to catch up.20 Given that business needs 
are not contained to text, it’s no surprise that companies 
are looking forward to AI that can take in and produce 
multiple mediums. In some ways, we’re already accus-
tomed to multimodal AI, such as when we speak to 
digital assistants and receive text or images in return, or 
when we ride in cars that use a mix of computer vision 
and audio cues to provide driver assistance.21 

Multimodal generative AI, on the other hand, is in its 
early stages. The first major models, Google’s Project 
Astra and OpenAI’s GPT-4 Omni, were showcased in 
May 2024, and Amazon Web Services’ Titan offering 
has similar capabilities.22 Progress in multimodal gener-
ative AI may be slow because it requires significantly 
higher amounts of data, resources, and hardware.23 In 
addition, the existing issues of hallucination and bias 
that plague text-based models may be exacerbated by 
multimodal generation.

Still, the enterprise use cases are promising. The notion 
of “train once, run anywhere (or any way)” promises a 
model that could be trained on text, but deliver answers 
in pictures, video, or sound, depending on the use case 
and the user’s preference, which improves digital inclu-
sion. Companies like AMD aim to use the fledgling tech-
nology to quickly translate marketing materials from 
English to other languages or to generate content.24 For 
supply chain optimization, multimodal generative AI 
can be trained on sensor data, maintenance logs, and 
warehouse images to recommend ideal stock quantities.25 
This also leads to new opportunities with spatial comput-
ing, which we write about in “Spatial computing takes 
center stage.” As the technology progresses and model 
architecture becomes more efficient, we can expect to 
see even more use cases in the next 18 to 24 months.

Agentic AI 

The third new pillar of AI may pave the way for changes 
to our ways of working over the next decade. Large (or 
small) action models go beyond the question-and-an-
swer capabilities of LLMs and complete discrete tasks 

in the real world. Examples range from booking a flight 
based on your travel preferences to providing auto-
mated customer support that can access databases and 
execute needed tasks—likely without the need for highly 
specialized prompts.26 The proliferation of such action 
models, working as autonomous digital agents, heralds 
the beginnings of agentic AI, and enterprise software 
vendors like Salesforce and ServiceNow are already tout-
ing these possibilities.27

Chris Bedi, chief customer officer at ServiceNow, believes 
that domain- or industry-specific agentic AI can change 
the game for humans and machine interaction in enter-
prises.28 For instance, in the company’s Xanadu platform, 
one AI agent can scan incoming customer issues against 
a history of incidents to come up with a recommenda-
tion for next steps. It then communicates to another 
autonomous agent that’s able to execute on those 
recommendations, and a human in the loop reviews 
those agent-to-agent communications to approve the 
hypotheses. In the same vein, one agent might be adept at 
managing workloads in the cloud, while another provi-
sions orders for customers. As Bedi says, “Agentic AI 
cannot completely take the place of a human, but what it 
can do is work alongside your teams, handling repetitive 
tasks, seeking out information and resources, doing work 
in the background 24/7, 365 days a year.”29 

Finally, aside from the different categories of AI models 
noted above, advancements in AI design and execution 
can also impact enterprise adoption—namely, the advent 
of liquid neural networks. “Liquid” refers to the flexi-
bility in this new form of training AI through a neural 
network, a machine learning algorithm that mimics 
the human brain’s structure. Similar to how quantum 
computers are freed from the binary nature of classical 
computing, liquid neural networks can do more with 
less: A couple dozen nodes in the network might suffice, 
versus 100,000 nodes in a more traditional network. The 
cutting-edge technology aims to run on less computing 
power, with more transparency, opening up possibili-
ties for embedding AI into edge devices, robotics, and 
safety-critical systems.30 In other words, it’s not just the 
applications of AI but also its underlying mechanisms 
that are ripe for improvement and disruption in the 
coming years. 

Mutimodal models in the real world. Examples range from booking a flight
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Next: There’s an agent for that

In the next decade, AI could be wholly focused on execu-
tion instead of human augmentation. A future employee 
could make a plain-language request to an AI agent, 
for example, “close the books for Q2 and generate a 
report on EBITDA.” Like in an enterprise hierarchy, 
the primary agent would then delegate the needed tasks 
to agents with discrete roles that cascade across differ-
ent productivity suites to take action. As with humans, 
teamwork could be the missing ingredient that enables 
the machines to improve their capabilities.31 This leads to 
a few key considerations for the years to come (figure 2): 

•	 AI-to-AI communication. Agents will likely have 
a more efficient way of communicating with each 
other than human language, as we don’t need 
human-imitating chatbots talking to each other.32 
Better AI-to-AI communication can enhance 
outcomes, as fewer people will need to become 
experts to benefit from AI. Rather, AI can adapt to 
each person’s communication style.33

•	 Job displacement and creation. Some claim that 
roles such as prompt engineer could become obso-
lete.34 However, the AI expertise of those employees 
will remain pertinent as they focus on managing, 
training, and collaborating with AI agents as they 
do with LLMs today. For example, a lean IT team 
with AI experts might build the agents it needs in a 
sort of “AI factory” for the enterprise. The signif-
icant shift in the remaining workforce’s skills and 
education may ultimately reward more human skills 
like creativity and design, as mentioned in previous 
Tech Trends. 

•	 Privacy and security. The proliferation of agents 
with system access is likely to raise broad concerns 
about cybersecurity, which will only become more 
important as time progresses and more of our data 
is accessed by AI systems. New paradigms for risk 
and trust will be required to make the most out of 
applying AI agents. 

Figure 2

Compound AI journey

Retrieve data
Small language model

1

Apply tools to analyze 
data and create insights

Human

2

Create customer-facing 
social media content based 
on insights

Small language model

3

Generate marketing 
images based on output 
from step 3

Multimodal

4

Review for accuracy and 
appropriateness

Human

5

Schedule the marketing 
post for the most opportune 
time, based on content and 
target audience. Repeat 
process as needed.

Agentic
6

Source: Deloi�e research.

图2

复合AI旅程

人类 小型语言模型
小型语言模型 应用工具分析数据并 基于洞察创建面向客户
检索数据

创造河察力 的社交媒体内容

个 +

代理的
安排市场营销 人类

多模式的

根据内容和目标受众， 审查准确性和适当性 基于步骤3的输出生

在最合适的时间发布帖
成营销图像

子。根据需要重复该过

来源：德勤研究。

下一个：有一个代理人 ，就业机会的转移和创造。一些人声称，像
promptengineer这样的角色可能会过时。

在未来十年，人工智能可能会完全专注于执行： 34然而，这些员工的人工智能专业知识将仍然
而不是人类的增强。未来的员工可以向人工智能 适用，因为他们专注于管理、培训和与人工智
代理发出简单明了的请求，例如，“关闭Q2的账 能代理合作，就像他们今天与LLM合作一样。
筹，生成一份关于EBITDA的报告。”像在企业层 例如，一个拥有人工智能专家的精益IT团队可
次结构中一样，主代理然后将所需的任务委派给 能在企业的某种“人工智能工厂”中构建它需
具有不同角色的代理，这些代理跨不同的生产力 要的代理。如前所述，剩余劳动力技能和教育
套件级联以采取行动。与人类一样，团队合作可 的重大转变可能最终会奖励更多的人类技能，

来几年的一些关键考虑因素(图2)
能是使机器提高能力的缺失因素。31这导致了未 如创造力和设计

技术趋势。

隐私和安全。拥有系统访问权限的代理的激
人工智能与人工智能的交流。代理人可能会 增可能会引发对网络安全的广泛担忧，随着
有一种比人类语言更有效的相互交流方式， 时间的推移，我们越来越多的数据被人工智
因为我们不需要模仿人类的聊天机器人相互 能系统访问，这只会变得更加重要。风险和
交谈。32更好的人工智能对人工智能的交流 信任的新范式将需要充分利用人工智能代理
可以提高结果，因为更少的人需要成为专家 的应用。
才能受益于人工智能。相反，人工智能可以
适应每个人的交流方式

Joy
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•	 Energy and resources. AI’s energy consumption is 
a growing concern.35 To mitigate environmental 
impacts, future AI development will need to balance 
performance with sustainability. It will need to 
take advantage of improvements in liquid neural 
networks or other efficient forms of training AI, 
not to mention the hardware needed to make all 
of this work, as we discuss in “Hardware is eating 
the world.” 

•	 Leadership for the future. AI has transformative 
potential, as everyone has heard plenty over the 
last year, but only insofar as leadership allows. 
Applying AI as a faster way of doing things the 
way they’ve always been done will result in, at 
best, missed potential, and, at worst, amplified 
biases.36 Imaginative, courageous leaders should 
dare to take AI from calcified best practices to the  
creation of “next practices,” where we find new 
ways of organizing ourselves and our data toward an  
AI-enabled world. 

When it comes to AI, enterprises will likely have the 
same considerations in the future that they do today: 
data, data, and data. Until AI systems can reach arti-
ficial general intelligence or learn as efficiently as the 
human brain,37 they will be hungry for more data and 
inputs to help them be more powerful and accurate. 
Steps taken today to organize, streamline, and protect 
enterprise data could pay dividends for years to come, 
as data debt could one day become the biggest portion 
of technical debt. Such groundwork should also help 
enterprises prepare for the litany of regulatory challenges 
and ethical uncertainties (such as data collection and use 
limitations, fairness concerns, lack of transparency) that 
come with shepherding this new, powerful technology 
into the future.38 The stakes of garbage in, garbage out 
are only going to grow: It would be much better to opt 
for genius in, genius squared.39 

·能源和资源。人工智能的能源消耗越来越令人 当谈到人工智能时，企业在未来可能会有与今天相
担优。35为了减轻对环境的影响，未来的人工 同的考虑因素：数据、数据和数据。在人工智能系统
智能开发需要平衡性能和可持续性。它需要利 能够达到通用人工智能或像人脑一样高效地学习之
用液态神经网络或其他有效形式的训练人工智 前，37它们将渴望更多的数据和输入，以帮助它们
能的改进，更不用说完成所有这些工作所需的 变得更如强大和准确。
硬件，正如我们在“硬件正在吞噬世界”中讨
论的那样。 今天采取的组织、简化和保护企业数据的措施可能

会在未来几年带来回报，因为数据债务有一天可能
会成为技术债务的最大部分。此类基础工作还应帮
助企业为监管挑战和道德不确定性(如数据收集和使

●未来的领导。人工智能具有变革的潜力，正如 用限制、公平性间题、缺乏透明度)做好准备，这些
大家在过去一年中听到的那样，但这只是在领
导层允许的范国内。

挑战和不确定性会随着引领这一强大的新技术走向

将人工智能作为一种更快的做事方式，最好的
未来而出现。38垃圾进、垃圾出的风险只会越来越
大：选择天才进、天才出会好得多。39

结果是铝失潜力，最糟糕的结果是放大偏见。

智能从僵化的最佳实践带到“下一个实践”的
36富有想象力、勇敢的领导者应该敢于将人工

创造，在那里我们找到新的方式来组织我们自
已和我们的数据，走向人工智能支持的世界。
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After years of “software eating the world,” it’s hard-
ware’s turn to feast. We previewed in the computation 
chapter of Tech Trends 2024 that as Moore’s Law comes 
to its supposed end, the promise of the AI revolution 
increasingly depends on access to the appropriate hard-
ware. Case in point: NVIDIA is now one of the world’s 
most valuable (and watched) companies, as specialized 
chips become an invaluable resource for AI computation 
workloads.¹ According to Deloitte research based on 
a World Semiconductor Trade Statistics forecast, the 
market for chips used only for generative AI is projected 
to reach over US$50 billion this year.² 

A critical hardware use case for enterprises may lie in 
AI-embedded end-user and edge devices. Take personal 
computers (PCs), for instance. For years, enterprise 
laptops have been commodified. But now, we may be 
on the cusp of a significant shift in computing, thanks to 
AI-embedded PCs. Companies like AMD, Dell, and HP 
are already touting the potential for AI PCs to “future-
proof” technology infrastructure, reduce cloud comput-
ing costs, and enhance data privacy.³ With access to 
offline AI models for image generation, text analysis, 
and speedy data retrieval, knowledge workers could be 
supercharged by faster, more accurate AI. That being 
said, enterprises should be strategic about refreshing 
end-user computation on a large scale—there’s no use 
wasting AI resources that are limited in supply.

Of course, all of these advancements come at a cost. 
Data centers are a new focus of sustainability as the 
energy demands of large AI models continue to grow.4 
The International Energy Agency has suggested that 
the demands of AI will significantly increase electric-
ity in data centers by 2026, equivalent to Sweden’s or 
Germany’s annual energy demands.5 A recent Deloitte 

study on powering AI estimates that global data center 
electricity consumption may triple in the coming decade, 
largely due to AI demand.6  Innovations in energy sources 
and efficiency are needed to make AI hardware more 
accessible and sustainable, even as it proliferates and 
finds its way into everyday consumer and enterprise 
devices. Consider that Unit 1 of the nuclear plant Three 
Mile Island, which was shut down five years ago due to 
economic reasons, will reopen by 2028 to power data 
centers with carbon-free electricity.7

Looking forward, AI hardware is poised to step beyond 
IT and into the Internet of Things. An increasing number 
of smart devices could become even more intelligent 
as AI enables them to analyze their usage and take on 
new tasks (as agentic AI, mentioned in “What’s next 
for AI?” advances). Today’s benign use cases (like AI in 
toothbrushes) are not indicative of tomorrow’s robust 
potential (like AI in lifesaving medical devices).8 The 
true power of hardware could be unlocked when smarter 
devices bring about a step change in our relationship 
with robotics.

Now: Chips ahoy!

A generation of technologists has been taught to believe 
software is the key to return on investment, given its 
scalability, ease of updates, and intellectual property 
protections.9 But now, hardware investment is surging 
as computers evolve from calculators to cogitators.10 We 
wrote last year that specialized chips like graphics-pro-
cessing units (GPUs) were becoming the go-to resources 
for training AI models. In its 2024 TMT Predictions 
report, Deloitte estimated that total AI chip sales in 2024 
would be 11% of the predicted global chip market of 

Hardware is eating the world
The AI revolution will demand heavy energy and hardware resources—
making enterprise infrastructure a strategic differentiator once again
Kelly Raskovich, Bill Briggs, Mike Bechtel, and Abhijith Ravinutala

COMPUTATION计算

硬件正在吞噬世界
人工智能革命将需要大量的能源和硬件资源，使企业基础设施再次成为一个战略优势

凯利·拉斯料维奇，比尔·布里格斯，迈完·贝完特尔和图比吉特·努培扣

在多年的“软件吞噬世界”之后，现在轮到硬件盛 一项关于为人工智能供电的研究估计，未来十年，
宴了。我们在（2024年技术趋势》的计算章节中预 全球数据中心的电力消耗可能会增加两倍，这主要
见到，随着摩尔定律走到其假定的尽头，人工智能 是由于人工智能的需求。6即使人工智能硬件激增并
革命的承诺越来越依赖于获得适当的硬件。例证：随 进入日常消费者和企业设备，也需要在能源和效率
看着专用芯片成为人工智能计算工作负载的宝责资源 方面进行创新，以使人工智能硬件更易于使用和可
，NVIDIA现在是世界上最有价值(也最受关注)的公 持续发展。想想五年前因经济原因关闭的三里岛核
司之一。1根据德勤基于世界半导体贸易统计预测的 电站1号机组，它将于2028年重新开放，为数据中
研究，仅用于生成式人工智能的芯片市场今年预计 心提供无银电力。7
就将超过500亿美元。2

展望未来，人工智能硬件有望超越
它和进入物联网。越来越多的智能设备可能变得史

企业的一个关键硬件用例可能在于AI微入式最终用 加智能，因为人工智能使它们能够分析它们的使用
户和边缘设备。以个人电脑为例。多年来，企业笔 情况，并承担新的任务（作为代理人工智能，在“人
记本电脑已经商品化。但是现在，由于嵌入人工智
能的个人电脑，我们可能正处于计算领域重大转变

工智能的下一步是什么？，预付款。今天的良性用
例(如牙刷中的人工智能)并不代表明天的强大潜力(

的尖端。AMD、戴尔和患曾等公司已经在宣传人工 如救生医疗设备中的人工智能)。8当更智能的设备
智能电脑在“面向未来”的技术基础设施、降低云 使我们与机器人的关系发生重大变化时，硬件的真
计算成本和增强数据隐私方面的潜力。3通过访问离 正力量可能会被释放出来。
线人工智能模型进行图像生成、文本分析和快速数
据检索，知识工作者可以获得更快、更准确的人工
智能。也就是说，企业应该战略性地大规模更新终
端用户计算一一浪费供应有限的人工智能资源是没
有用的。

现在：著片吧！

一代技术专家被教导相信软件是投资回报的关键，
因为它具有可扩展性、易于更新和知识产权保护。
9但是现在，随着计算机从计算器发展到思考器，硬

当然，所有这些进步都是有代价的。 件投资正在激增。10我们去年写道，图形处理单元(
随着大型人工智能模型的能源需求持续增长，数据
中心成为可持续发展的新焦点。4国际能源署表示， 资源。在2024年的TMT预测中
到2026年，人工智能的需求将显著增加数据中心的
电力需求，相当于瑞典或德国的年度能源需求。5德
勤最近的一份 报告中，德勤估计，2024年人工智能芯片的总销售

颜将占全球芯片市场的11%
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US$576 billion.11 Growing from roughly $US50 billion 
today, the AI chip market is forecasted to reach up to 
US$400 billion by 2027, though a more conservative 
estimate is US$110 billion (figure 1).12

Large tech companies are driving a portion of this 
demand, as they may build their own AI models and 
deploy specialized chips on-premises.13 However, enter-
prises across industries are seeking compute power 
to meet their IT goals. For instance, according to a 

Databricks report, the financial services industry has had 
the highest growth in GPU usage, at 88% over the past 
six months, in running large language models (LLMs) 
that tackle fraud detection and wealth management.14 

All of this demand for GPUs has outpaced capacity. In 
today’s iteration of the Gold Rush, the companies provid-
ing “picks and shovels,” or the tools for today’s tech 
transformation, are winning big.15 NVIDIA’s CEO Jensen 
Huang has noted that cloud GPU capacity is mostly 

Figure 1

The surge in AI hardware investment

deloitte.com/insights

US$50 billion
2024 projection

US$400 bilion
2027 optimistic forecast

US$110 billion
2027 conservative forecast

AI chip market forecasts

Source: Duncan Stewart et al., “Gen AI chip demand fans a semi tailwind … for now,” Deloi�e Insights, November 29, 2023.

图1

硬件投资的激增
人工智能芯片市场预测

2027年4000亿美元

乐观预测

-1100亿美元
2027年保守预测

500亿美元
2024年预测

来源:DuncanStewart等人， “通用芯片需求风扇半顺风”.就目前而言， （德勤洞》，2023年11月29日。

5760亿美元。11人工智能芯片市场目前约为 Databricks报告显示，在运行大型语言模型(LLM)以

500亿美元，预计到2027年将达到4000亿美元， 处理欺诈检测和财富管理方面，金融服务行业的
尽管更保守的估计是1100亿美元(图1)。12 GPU使用率增长最快，在过去六个月中增长了88%

。 14

大型科技公司正在推动这一需求的一部分，因为 所有这些对GPU的需求已经超过了它的能力。在
他们可能会构建自己的人工智能模型并在内部部 今天的淘金湖中，为今天的技术变革提供“镐和
署专用芯片。13然而，各行业的企业都在寻求计 铲”或工具的公司正在大获全胜。15NVIDIA的首

算能力来满足其IT目标。例如，根据 席执行官黄仁勋指出，云GPU的能力主要是
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filled, but the company is also rolling out new chips 
that are significantly more energy-efficient than previous 
iterations.16 Hyperscalers are buying up GPUs as they roll 
off the production line, spending almost $US1 trillion on 
data center infrastructure to accommodate the demand 
from clients who rent GPU usage.17 All the while, the 
energy consumption of existing data centers is pushing 
aging power grids to the brink globally.18

Understandably, enterprises are looking for new solu-
tions. While GPUs are crucial for handling the high 
workloads of LLMs or content generation, and central 
processing units are still table stakes, neural processing 
units (NPUs) are now in vogue. NPUs, which mimic the 
brain’s neural network, can accelerate smaller AI work-
loads with greater efficiency and lower power demands,19 
enabling enterprises to shift AI applications away from 
the cloud and apply AI locally to sensitive data that can’t 
be hosted externally.20 This new breed of chip is a crucial 
part of the future of embedded AI. 

Vivek Mohindra, senior vice president of corporate strat-
egy at Dell Technologies, says, “Of the 1.5 billion PCs in 
use today, 30% are four years old or more. None of these 
older PCs have NPUs to take advantage of the latest AI 
PC advancements.”21 A great refresh of enterprise hard-
ware may be on the horizon. As NPUs enable end-user 
devices to run AI offline and allow models to become 
smaller to target specific use cases, hardware may once 
again be a differentiator for enterprise performance. 
In a recent Deloitte study, 72% of respondents believe 
generative AI’s impact on their industry will be “high to 
transformative.”22 Once AI is at our fingertips thanks to 
mainstream hardware advancements, that number may 
edge closer to 100%.

New: Infrastructure is strategic again

The heady cloud-computing highs of assumed unlim-
ited access are giving way to a resource-constrained era. 
After being relegated to a utility for years, enterprise 
infrastructure (for example, PCs) is once again strategic. 
Specifically, specialized hardware will likely be crucial 
to three significant areas of AI growth: AI-embedded 
devices and the Internet of Things, data centers, and 
advanced physical robotics. While the impact on robot-
ics may occur over the next few years, as we discuss in 
the next section, we anticipate that enterprises will be 

grappling with decisions about the first two areas over 
the next 18 to 24 months. While AI scarcity and demand 
persist, the following areas may differentiate leaders  
from laggards. 

Edge footprint 

By 2025, more than 50% of data could be generated 
by edge devices.23 As NPUs proliferate, more and more 
devices could be equipped to run AI models without rely-
ing on the cloud. This is especially true as generative AI 
model providers opt for creating smaller, more efficient 
models for specific tasks, as discussed in “What’s next 
for AI?” With quicker response times, decreased costs, 
and greater privacy controls, hybrid computing (that is, 
a mix of cloud and on-device AI workloads) could be a 
must-have for many enterprises, and hardware manu-
facturers are betting on it.24 

According to Dell Technologies’ Mohindra, processing 
AI at the edge is one of the best ways to handle the vast 
amounts of data required. “When you consider latency, 
network resources, and just sheer volume, moving data 
to a centralized compute location is inefficient, ineffec-
tive, and not secure,” he says. “It’s better to bring AI to 
the data, rather than bring the data to AI.”25 

One major bank predicts that AI PCs will account for 
more than 40% of PC shipments in 2026.26 Similarly, 
nearly 15% of 2024 smartphone shipments are predicted 
to be capable of running LLMs or image-generation 
models.27 Alex Thatcher, senior director of AI PC expe-
riences and cloud clients at HP, believes that the refresh 
in devices will be akin to the major transition from 
command-line inputs to graphical user interfaces that 
changed PCs in the 1990s. “The software has funda-
mentally changed, replete with different tools and ways 
of collaborating,” he says. “You need hardware that can 
accelerate that change and make it easier for enterprises 
to create and deliver AI solutions.”28 Finally, Apple and 
Microsoft have also fueled the impending hardware 
refresh by embedding AI into their devices this year.29 

As choices proliferate, good governance will be crucial, 
and enterprises have to ask the question: How many 
of our people need to be armed with next-generation 
devices? Chip manufacturers are in a race to improve 
AI horsepower,30 but enterprise customers can’t afford 
to refresh their entire edge footprint with each new 

flled, but the company is also rolling out new chips grappling with decisions about the first two areas over
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advancement. Instead, they should develop a strategy 
for tiered adoption where these devices can have the 
most impact. 

Build versus buy 

For buying or renting specialized hardware, organi-
zations may typically consider their cost model over 
time, the expected time frame of use, and the necessity 
for progress. However, AI is applying another level of 
competitive pressure to this decision. With hardware 
like GPUs still scarce and the market clamoring for 
AI updates from all organizations, many companies 
have been tempted to rent as much computing power 
as possible. 

Organizations may struggle to take advantage of AI if 
they don’t have their data enablement in order. Rather 
than scrambling for GPUs, it may be more efficient to 
understand where the organization is ready for AI. Some 
areas may concern private or sensitive data; investing in 
NPUs can keep those workloads offline, while others may 
be fine for the cloud. Thanks to the lessons of cloud in the 
past decade, enterprises know that the cost of runaway 
models operating on runaway hardware can quickly 
balloon.31 Pushing these costs to operating expenditure 
may not be the best answer. 

Some estimates even say that GPUs are underutilized.32 
Thatcher believes enterprise GPU utilization is only 15% 
to 20%, a problem that HP is addressing through new, 
efficient methods: “We’ve enabled every HP workstation 
to share its AI resources across our enterprise. Imagine 
the ability to search for idle GPUs and use them to run 
your workloads. We’re seeing up to a sevenfold improve-
ment in on-demand computing acceleration, and this 
could soon be industry standard.”33

In addition, the market for AI resources on the cloud is 
ever-changing. For instance, concerns around AI sover-
eignty are increasing globally.34 While companies around 
the world approved running their e-commerce platforms 
or websites on American cloud servers, the applicabil-
ity of AI to national intelligence and data management 
makes some hesitant to place AI workloads overseas. 
This opens up a market for new national AI cloud 
providers or private cloud players.35 GPU-as-a-service 
computing startups are an alternative to hyperscalers.36 

This means that the market for renting compute power 
may soon be more fragmented, which could give enter-
prise customers more options. 

Finally, AI may be top of mind for the next two years, 
but today’s build versus buy decisions could have impacts 
beyond AI considerations. Enterprises may soon consider 
using quantum computing for the next generation of 
cryptography (especially as AI ingests and transmits 
more sensitive data), optimization, and simulation, as 
we discuss in “The new math: Solving cryptography in 
an age of quantum.”

Data center sustainability

Much has been said about the energy use of data centers 
running large AI models. Major bank reports have ques-
tioned whether we have the infrastructure to meet AI 
demand.37 The daily power usage of major chatbots has 
been equated to the daily consumption of nearly 180,000 
US households.38 In short, AI requires unprecedented 
resources from data centers, and aging power grids are 
likely not up to the task. While many companies may 
be worried about getting their hands on AI chips like 
GPUs to run workloads, sustainability may well be a 
bigger issue. 

Currently, multiple advancements that aim to make AI 
more sustainable are underway. Enterprises should take 
note of advancements in these areas over the next two 
years when considering data centers for AI (figure 2):

•	 Renewable sources: Pressure is mounting on the 
providers of data centers and AI-over-the-cloud to 
find sustainable energy sources—and the rapidly 
growing focus on AI may help transition the overall 
economy to renewables.39 Major tech companies are 
already exploring partnerships with nuclear energy 
providers.40 Online translation service DeepL hosts a 
data center in Iceland that’s cooled by the naturally 
frigid air and is fully powered by geothermal and 
hydroelectric power.41 And in El Salvador, compa-
nies are even exploring how they could power data 
centers with volcanos.42

•	 Sustainability applications: While building AI 
consumes a lot of energy, applying AI can, in many 
cases, offset some of these carbon costs. AI is already 

进步。相反，他们应该制定分层采用的策略，让 这意味着租赁计算能力的市场可能很快会更加分
这些设备发挥最大作用。 散，这可能会给企业客户提供更多选择。

构建还是购买 最后，人工智能可能是未来两年的首要考虑因素
。但今天的建造与购买决策可能会产生超出人工

对于购买或租赁专用硬件，组织通常会考虑他们 智能考虑范围的影确。企业可能很快会考患将量
的长期成本模型、预期的使用时间框架以及进步 子计算用于下一代密码学（特别是在人工智能吸收
的必要性。然而，人工智能对这一决定施加了另 和传输更敏感的数据时、优化和模拟，正如我们
一个层面的竞争压力。由于像GPU这样的硬件仍 在“新数学：解决密码学”中讨论的那样
然棉缺，而且市场要求所有组织进行人工智能更

新，许多公司都试图租用尽可能多的计算能力。 最子时代。”

数据中心可持续发展

如果没有有序的数据支持，组织可能很难利用人
关于运行大型人工智能模型的数据中心的能源使
用，已经说了很多。主要的银行报告质疑我们是

工智能。与其争抢GPU，不如去了解组织在哪些 否有满定人工智能需求的基础设施。37主要聊天
方面已经为AI做好了准备，可能会更有效率。一 机器人的日常用电量相当于近180，000个美国家
些领域可能涉及私人或敏感数据；投资npu可以 庭的日常消耗。38简而言之，人工智能需要数据
使这些工作负载保持离线，而其他工作负载可能 中心提供前所未有的资源，而老化的电网可能无
适合云。得益于过去十年的云经验，企业知道在 法胜任这项任务。虽然许多公司可能担心获得像
失控硬件上运行失控模型的成本可能会迅速膨胀 GPU这样的人工智能芯片来运行工作负载，但可
。31将这些成本计入运营支出可能不是最佳答案 持续性可能是一个更大的问题。

目前，旨在使人工智能更可持续的多项进步正在
一型估计基至说GPU没有得到充分利用。32 进行中。企业在考虑人工智能数据中心时，应注

Thatcher认为企业GPU利用率只有15%到20%， 意未来两年这些领城的进步(图2)：
惠普正在通过新的高效方法解决这个问题：“我们
已经使每个惠普工作站能够在我们的企业中共享
其人工智能资源。想象一下接索空闲GPU并使用 ·可再生能源：数据中心和云上人工智能提供商

它们来运行工作负载的能力。我们看到按需计算 寻找可持续能源的压力越来越大一一对人工智

加速提高了7倍，这可能很快成为行业标准。”33
能的快速增长的关注可能有助于整体转型

从经济到可再生能源。39主要的技术公司已
经在探索与核能供应商的合作关系。40在线

此外，云上AI资源的市场千变万化。例如，对人
工智能主权的担忧在全球范围内日益增如。34尽

翻译服务DeepL在冰岛托管了一个数据中心
，该数据中心由自然塞冷的空气冷却，完全

管世界各地的公司都批准在美国云服务器上运行 由地热和水力发电供电。41在萨尔瓦多，公
他们的电子商务平台或网站，但人工智能对国家 司基至在探索如何利用火山为数据中心供电
情报和数据管理的适用性使得一些人对将人工智
能工作负载放在海外犹豫不决。

。42

这为新的国家人工智能云提供商或私有云参与者 - 可持续发展应用：蛋然建造人工智能消耗大量
开辟了一个市场。35GPU即服务计算初创公司是 能源，但在许多情况下，应用人工智能可以
超大规模计算的替代选择。36 抵消一些碳成本。AI已经是
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being used to map and track deforestation, melting 
icebergs, and severe weather patterns. It can also 
help companies track their emissions and be more 
efficient in using data centers.43 

•	 Hardware improvements: New GPUs and NPUs 
have already saved energy and cost for enter-
prises. Innovation is not stalling. Intel and Global 
Foundries recently unveiled new chips that can use 
light, rather than electricity, to transmit data.44 

This could revolutionize data centers, enabling 
reduced latency, more distributed construction, and 
improved reliability. While this fiber optic approach 
is expensive now, costs may come down over the 
next couple of years, enabling this type of chip to 
become mainstream. 

Finally, an infrastructure resurgence wouldn’t be 
complete without a nod to connectivity. As edge devices 
proliferate and companies rely on renting GPU usage 
from data centers, the complexities of interconnectivity 
could multiply. High-performance interconnect tech-
nologies like NVIDIA’s NVLink are already primed 
for communications between advanced GPUs and 
other chips.45 Advancements in 6G can integrate global 
terrestrial and non-terrestrial networks (like satellites) 
for ubiquitous connectivity, such that a company in 
Cape Town relying on a data center in Reykjavik has  
minimal lag.46 

As The Wall Street Journal has noted, the AI transfor-
mation for enterprises is akin to the transition to elec-
tric that many car manufacturers are experiencing.47 
Technology infrastructure needs to be rethought on a 
component-by-component basis, and the decisions made 
today around edge footprint, investment in specialized 
hardware, and sustainability can have lasting impacts. 

Next: We were promised robots

If today’s hardware requires a strategic refresh, enter-
prises may have much more on their plates in the next 
decade when robotics become mainstream and smart 
devices become worthy of their label. Consider the exam-
ple of the latest smart factories, which use a cascade of 
computer vision, ubiquitous sensors, and data to build 
machines that can learn and improve as they manufac-
ture products.48 Instead of simply providing readings 
or adjusting on one parameter, like a thermostat, mesh 
networks of multiple AI-embedded devices can create 
collaborative compute environments and orchestrate 
diverse resources.49

Another form of smart factory is being developed by 
Mytra, a San Francisco–based company that simplifies 
the manual process of moving and storing warehouse 
materials. The company has developed a fully modular 
storage system composed of steel “cubes,” which can 

Figure 2

Advancements in areas related to AI requirements 

deloitte.com/insights
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Tracking the energy costs of AI 
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Source: Deloi�e research.

用于绘制和跟踪森林砍伐、冰山融化和恶劣天 正如华尔街日报所指出的，企业的人工智能转型类
气模式。它还可以帮助公司跟踪他们的排放， 似于许多汽车制造商正在经历的向电动的过渡。
并更有效地使用数据中心。43 47技术基础设施需要逐个组件地重新思考，今天围

续边缘定、专用破件投资和可持续性做出的决策

。硬件改进：新的GPU和npu已经为企业节省了能
可能会产生持久的影响。

源和成本。创新不是停滞不前。英特尔和
GlobalFoundries最近推出了新的芯片，可以

利用光而不是电来传输数据。44这可能会彻底
改变数据中心，实现更低的延迟、更分散的结 接下来：我们被许诺机器人
构和更高的可靠性。虽然这种光纤方法现在很
贵，但未来几年成本可能会下降，使这种类型 如果今天的硬件需要战略更新，那么在未来十年，
的芯片成为主流。 当机器人成为主流，智能设备变得名副其实时，企

业可能会有更多的事情要做。以最新的智能工厂为
例，这些工厂使用计算机视觉、无处不在的传感器
和数据来构建能够在生产产品时学习和改进的机器

48多个嵌入人工智能的设备组成的网状网络可以
最后，如果没有对连接性的认可，基础设施的复兴 创建协作计算环境并协调各种资源，而不是简单地
是不完整的。随着边缘设备的激增和公司依赖从数 提供读数或调整一个参数，如恒温器。49
据中心租赁GPU的使用，互联的复杂性可能会成倍
增加。NVIDIA的NVLink等高性能互连技术已经为高

级GPU和其他芯片之间的通信做好了准备。456G的
进步可以集成全球陆地和非陆地网络（如卫星）以实现

无处不在的连接，因此开菩敦的一家公司依靠雷克
雅未克的数据中心实现了最小的延迟。46 旧金山的Mytra公司正在开发另一种形式的智能工

厂，它简化了移动和存储仓库材料的人工过程。该
公司开发了一种完全模块化的

由钢“立方体”组成的存储系统，可以

图2

AI要求相关领域的进展

可再生能源 节能应用 硬件改进

认为 运用人工智能发框潜力
云上 节能

实施 寻求创新 优化排放跟踪
可持续发展解决方案 和数据使用

投资新的节能芯片

来源：德勤研究。
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be assembled together in any shape that supports 3D 
movement and storage of material within, manipulated 
by robots and optimized through software.50 Chris Walti, 
chief executive officer of Mytra, believes this modu-
lar approach unlocks automation for any number of 
unpredictable future applications: “It’s one of the first 
general-purpose computers for moving matter around in  
3D space.”51 

Walti believes there is immense potential to apply robot-
ics to relatively constrained problems, such as moving 
material in a grid or driving a vehicle in straight lines.52 
Until now, in many cases, a good robot has been hard 
to find. Sustainability, security, and geopolitics are all 
salient concerns for such a technology. And that’s after 
we even muster the infrastructure noted earlier, including 
data, network architecture, and chip availability, to make 
such a leap forward possible. As the saying goes, “hard-
ware is hard.”53 Over the next decade, advancements 
in robotics applied to more and more complex situa-
tions could revolutionize the nature of manufacturing 
and other physical labor. The potential leads directly to 
humanoid robotics—bots that are dynamic, constantly 
learning, and capable of doing what we do. 

Economists and businesses alike have argued that aging 
populations and labor shortages necessitate greater 
investment in robotics and automation.54 In many cases, 

this entails large industrial robots completing relatively 
simple tasks, as noted above, but more complex tasks 
require “smarter” mechanical muscle that can move 
around as humans do. Take the example of Figure 
AI’s humanoid robots tested at the BMW plant in 
Spartanburg, South Carolina.55 The autonomous robot, 
through a combination of computer vision, neural 
networks, and trial and error, successfully assembled 
parts of a car chassis.56

As the furthest star of progress in this realm, we might 
anticipate humanoid robots performing a broad vari-
ety of tasks, from cleaning sewers to ferrying materials 
between hospital rooms or even performing surgeries.57 

Just as AI is currently transforming knowledge work, the 
increased presence of robots could greatly affect physical 
work and processes in manufacturing and beyond. In 
both cases, companies should be sure to find ways for 
humans and machines to work together more efficiently 
than either could do alone. Labor shortages addressed 
by robotics should then free up human time for more of 
the uniquely creative and complex tasks where we thrive. 
As the author Joanna Maciejewska has said astutely, “I 
want AI to do my laundry and dishes so that I can do 
art and writing, not for AI to do my art and writing so 
that I can do my laundry and dishes.”58 

以任何支持3D移动和存储材料的形状组装在一起， 如上所述，这需要大型工业机器人完成相对简单的
由机器人操纵并通过软件优化。50Mytra的首席执 任务，但更复杂的任务需要“更智能”的机械肌肉
行官ChrisWalti认为，这种模块化方法为许多不可 ，可以像人类一样移动。以FigureAl在南卡罗来纳
预测的未来应用打开了自动化之门：“这是首批在 州Spartanburg的宝马工厂测试的人形机器人为例
3D空间移动物质的通用计算机之一。”51 55自主机器人通过结合计算机视觉、神经网络和

反复试验，成功地组装了汽车底盘的部件。56

Walti认为，将机器人技术应用于相对受限的问题有
巨大的潜力，例如在网格中移动材料或直线驾驶车 作为这一领城最遇远的进步之星，我们可能会预计
辆。52直到现在，在许多情况下，很难找到一个好 人形机器人会执行客种客样的任务，从清理下水道
的机器人。可持续性、安全性和地缘政治都是这种 到在医院房间之间运送材料，基至进行手术。57正
技术的突出关注点。这是在我们甚至集合了之前提 如人工智能目前正在改变知识工作一样，机器人的
到的基础设施，包括数据、网络架构和芯片可用性 增加可能会极大地影响制造业和其他领域的体力工
，以使这样的飞跃成为可能之后。正所谓“硬件是： 作和流程。在里
硬的。”53.在末来十年中，应用于越来越复杂情

况的机器人技术的进步可能会彻底改变制造业和其 在这两种情况下，公司应该确保找到让人类和机器

他体力劳动的性质。这种潜力直接导致了人形机器 更有效地合作的方法，而不是单独合作。由机器人
人一一动态的、不断学习的、能够做我们所做的事 解决的劳动力短缺问题将会解放人类的时间，让他
情的机器人。 们从事更多我们播长的独特的创适性和复杂的任务

正如作者JoannaMaciejewska敏锐地指出的那样

“我希望AI为我洗衣服和洗碗，以便我可以进行

经济学家和企业都认为，人口老龄化和劳动力短缺
艺术和写作，而不是让A进行艺术和写作，以便我
可以洗衣服和洗碗。”58

需要加大对机器人和自动化的投资。54在许多情况
下，
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58.JoannaMaciejewska在X上的帖子，2024年3月29日。

53.Sara Holoubek和Jessica Hibbard,
“为什么硬件很难”，

LuminaryLabs，2024年10月获得。
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Consulting leader and the Global Strategy, Analytics and M&A 
leader. He is the 2019 recipient of the AI Innovator of the Year 
award at the AI Summit New York. He specializes in advising 
clients to achieve competitive advantage through data and cognitive 
powered transformations that promote amplified intelligence and 
enable our clients to make strategic choices and transform ahead 
of disruption.

Throughout his career, Mittal has served as a trusted advisor to 
global clients and has worked across a number of industry sectors. 
His primary focus has been working with life sciences and health 
care clients, implementing large scale data programs that promote 
organizational intelligence, and the use of advanced analytics and 
AI to drive insights and business strategy.
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US Enterprise Performance Portfolio leader | Principal
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Abdi Goodarzi is a principal with Deloitte Consulting LLP, leading 
Deloitte’s Enterprise Performance (EP) Offerings Portfolio. This 
portfolio of six offerings provide strategy, implement and operate 
services for variety of enterprise functions, from end-to-end busi-
ness and IT transformation, to digital supply chain optimization, 
manufacturing and product strategies, and procurement as-a-ser-
vice, to global finance, shared services, planning, ITSM, and full 
scale AMS and BPO. This portfolio offers competency in many 
ERP platforms such as SAP, Oracle, Workday Financials and Infor, 
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OMP and IBP.
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Much has been said, including within the pages of Tech 
Trends, about the potential for artificial intelligence to 
revolutionize business use cases and outcomes. Nowhere 
is this more true than in the end-to-end life cycle of soft-
ware engineering and the broader business of informa-
tion technology, given generative AI’s ability to write 
code, test software, and augment tech talent in general. 
Deloitte research has shown that tech companies at the 
forefront of this organizational change are ready to real-
ize the benefits: They are twice as likely as their more 
conservative peers to say generative AI is transforming 
their organization now or will within the next year.1 

We wrote in a Tech Trends 2024 article that enterprises 
need to reorganize their developer experiences to help 
IT teams achieve the best results. Now, the AI hype cycle 
has placed an even greater focus on the tech function’s 
ways of working. IT has long been the lighthouse of 
digital transformation in the enterprise, but it must now 
take on AI transformation. Forward-thinking IT leaders 
are using the current moment as a once-in-a-generation 
opportunity to redefine roles and responsibilities, set 
investment priorities, and communicate value expecta-
tions. More importantly, by playing this pioneering role, 
chief information officers can help inspire other tech-
nology leaders to put AI transformation into practice. 

After years of enterprises pursuing lean IT and every-
thing-as-a-service offerings, AI is sparking a shift away 
from virtualization and austere budgets. Gartner predicts 
that “worldwide IT spending is expected to total $5.26 
trillion in 2024, an increase of 7.5% from 2023.”2  

As we discuss in “Hardware is eating the world,” hard-
ware and infrastructure are having a moment, and enter-
prise IT spending and operations may shift accordingly. 

As both traditional AI and generative AI become more 
capable and ubiquitous, each of the phases of tech deliv-
ery may see a shift from human in charge to human in 
the loop. Organizations need a clear strategy in place 
before that occurs. Based on Deloitte analysis, over the 
next 18 to 24 months, IT leaders should plan for AI 
transformation across five key pillars: engineering, talent, 
cloud financial operations (FinOps), infrastructure, and 
cyber risk.

This trend may usher in a new type of lean IT over the 
next decade. If commercial functions see an increased 
number of citizen developers or digital agents that can 
spin up applications on a whim, the role of the IT func-
tion may shift from building and maintaining to orches-
trating and innovating. In that case, AI may not only be 
undercover, as we indicate in the introduction to this 
year’s report, but may also be overtly in the boardroom, 
overseeing tech operations in line with human needs. 

Now: Spotlight—and higher spending—on IT 

For years, IT has been under pressure to streamline 
sprawling cloud spend and curb costs. Since 2020, 
however, investments in tech have been on the rise 
thanks to pent-up demand for collaboration tools and 
the pandemic-era emphasis on digitalization.3 According 

IT, amplified: AI elevates the reach 
(and remit) of the tech function
As the tech function shifts from leading digital transformation to 
leading AI transformation, forward-thinking leaders are using this as an 
opportunity to redefine the future of IT
Kelly Raskovich, Bill Briggs, Mike Bechtel, and Abhijith Ravinutala

BUSINESS OF TECHNOLOGY技术商业

它，被放大了:人工智能提升了技
术功能的范围
随着技术功能从领先的数字化转型转向领先的人工智能转型，具有前瞻性思维的领导者
正在利用这一机会重新定义IT的未来

凯利-拉斯科维奇，比尔·布里格斯，迈克·贝克特尔和阿比吉特·拉维劳塔拉

关于人工智能彻底改变商业用例及结果的潜力， 正如我们在“硬件正在吞懂世界”中所讨论的那
已经说了很多，包括在《技术趋势》的页面中。 样，硬件和基础设施正在发生变化，企业IT支出
在软件工程的踏到端生命周期和更广泛的信息技 和运营可能会相应地发生变化
术业务中，这一点最为真实，因为generative
AI拥有编写代码、测试软件和增强技术人才的能 随着传统的人工智能和生成式人工智能变得越来
力 越有能力和无处不在，技术交付的每个阶段都可

能从负责的人转向循环中的人。在这种情况发生
德勤的研究表明，处于这种组织变革前沿的科技 之前，组织需要一个明确的策略。根据德勤的分
公司已经准备好实现这些好处：他们认为生成式人 析，在未来18到24个月内，IT领导者应该在五个
工智能正在改要他们的组织或将在明年改变他们 关键支柱上规划人工智能转型：工程、人才、云金
的组织的可能性是更保守的同行的两倍。1 融运营(FinOps)、基础设施和网络风险。

我们在TechTrends2024的一篇文章中写道，企

业需要重组他们的开发人员体验，以帮助IT团队 这一趋势可能会在未来十年带来一种新型的精益
实现最佳结果。现在，人工智能炒作周期已经更 IT。如果商业职能部门看到越来多的公民开发

加关注技术功能的工作方式。它长期以来一直是 者或数字代理人能够随心所欲地开发应用程序，
企业数字化转型的灯塔，但它现在必须承担AI转 那么IT职能部门的角色可能会从构建和维护转变
型。高照远瞩的IT领导者正在利用当前这个千载 为协调和创新。在这种情况下，人工智能可能不
难送的机会来重新定义角色和职责，设定资优 仅是秘密的，正如我们在今年报告的导言中所指
先级，并传达价值预期。更重要的是，通过扮演 出的那样，而且还可能公开出现在董事会会议室
这一先锋角色，首席信息官可以帮助激励其他技 ，监管符合人类需求的技术运营。
术领导者将人工智能转型付诸实践。

现在：聚焦IT一一以及更高的支出

在企业追求精益IT和一切即服务产品多年后，人工 多年来，IT部门一直面临着精简庞大的云支出和
智能正在引发远离虚拟化和紧缩预算的转变。
Gartner预测“全球IT支出总额预计将达到52.6亿美

控制成本的压力。然而，自2020年以来，由于对
协作工具的压抑需求以及疫情时代对数字化的强

2024年万亿，比2023年增长7.5%。"2

元 调，对授术的投资一直在增加。3根据
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to Deloitte research, from 2020 to 2022, the global 
average technology budget as a percentage of revenue 
jumped from 4.25% to 5.49%, an increase that approx-
imately doubled the previous revenue change from 2018 
to 2020.4 And in 2024, US companies’ average budget 
for digital transformation as a percentage of revenue is 
7.5%, with 5.4% coming from the IT budget.5

As demand for AI sparks another increase in spending, 
the finding from Deloitte’s 2023 Global Technology 
Leadership Study continues to ring true: Technology 
is the business, and tech spend is increasing as a result.

Today, enterprises are grappling with the new rele-
vance of hardware, data management, and digitization 
in ramping up their usage of AI and realizing its value 
potential. In Deloitte’s Q2 State of Generative AI in the 
Enterprise report, businesses that rated themselves as 
having “very high” levels of expertise in generative AI 
were increasing their investment in hardware and cloud 
consumption much more than the average enterprise.6 
Overall, 75% of organizations surveyed have increased 
their investments around data-life-cycle management 
due to generative AI.7 

These figures point to a common theme: To realize the 
highest impact from gen AI, enterprises likely need to 
accelerate their cloud and data modernization efforts. 
AI has the potential to deliver efficiencies in cost, inno-
vation, and a host of other areas, but the first step to 
accruing these benefits is for businesses to focus on 
making the right tech investments.8 Because of these 
crucial investment strategies, the spotlight is on tech 
leaders who are paving the way. 

According to Deloitte research, over 60% of US-based 
technology leaders now report directly to their chief exec-
utives, an increase of more than 10 percentage points 
since 2020.9 This is a testament to the tech leader’s 
increased importance in setting the AI strategy rather 
than simply enabling it. Far from a cost center, IT is 
increasingly being seen as a differentiator in the AI age, 
as CEOs, following market trends, are keen on staying 
abreast of AI’s adoption in their enterprise.10 

John Marcante, former global CIO of Vanguard and US 
CIO-in-residence at Deloitte, believes AI will fundamen-
tally change the role of IT. He says, “The technology 
organization will be leaner, but have a wider purview.  

It will be more integrated with the business than ever. 
AI is moving fast, and centralization is a good way to 
ensure organizational speed and focus.”11

As IT gears up for the opportunity presented by AI—
perhaps the opportunity that many tech leaders and 
employees have waited for—changes are already under-
way in how the technology function organizes itself and 
executes work. The stakes are high, and IT is due for  
a makeover. 

New: An AI boost for IT

Over the next 18 to 24 months, the nature of the IT func-
tion is likely to change as enterprises increasingly employ 
generative AI. Deloitte’s foresight analysis suggests that, 
by 2027, even in the most conservative scenario, gen AI 
will be embedded into every company’s digital product 
or software footprint (figure 1), as we discuss across five 
key pillars.12

Engineering 

In the traditional software development life cycle, 
manual testing, inexperienced developers, and disparate 
tool environments can lead to inefficiencies, as we’ve 
discussed in prior Tech Trends. Fortunately, AI is already 
having an impact on these areas. AI-assisted code gener-
ation, automated testing, and rapid data analytics all 
save developers more time for innovation and feature 
development. The productivity gain from coding alone 
is estimated to be worth US$12 billion in the United 
States alone.13 

At Google, AI tools are being rolled out internally to 
developers. In a recent earnings call, CEO Sundar Pichai 
said that around 25 percent of the new code at the tech-
nology giant is developed using AI. Shivani Govil, senior 
director of product management for developer products, 
believes that “AI can transform how engineering teams 
work, leading to more capacity to innovate, less toil, 
and higher developer satisfaction. Google’s approach 
is to bring AI to our users and meet them where they 
are—by bringing the technology into products and tools 
that developers use every day to support them in their 
work. Over time, we can create even tighter alignment 
between the code and business requirements, allowing 
faster feedback loops, improved product market fit, and 
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better alignment to the business outcomes.”14 In another 
example, a health care company used COBOL code assist 
to enable a junior developer with no experience in the 
programming language to generate an explanation file 
with 95% accuracy.15 

As Deloitte recently stated in a piece on engineering in 
the age of gen AI, the developer role is likely to shift 
from writing code to defining the architecture, reviewing 
code, and orchestrating functionality through contextu-
alized prompt engineering. Tech leaders should anticipate 
human-in-the-loop code generation and review to be the 
standard over the next few years of AI adoption.16 

Figure 1

How generative AI might transform IT ways of working
Over the next 18 to 24 months, enterprises may experience vast improvement in their technology teams as generative AI is 
increasingly embedded into ways of working. Deloitte’s foresight analysis suggests that by 2027, even in the most 
conservative scenario, gen AI will be embedded into every company’s digital product/software footprint. Manual and 
time-consuming processes like code reviews, infrastructure configuration, and budget management can be automated and 
improved, as we move from current to target state of AI in IT.

Source: Deloi�e research and analysis.

The problem Necessary changes Recommended actions

Engineering

Talent

Cloud financial 
operations

Infrastructure

Cyber

Manual, ine
cient aspects of the
traditional so�ware development
life cycle  

Shi� from writing code to defining the
architecture, reviewing code, and
orchestrating functionality  

Tech leaders should expect human-in-the-
loop code generation and review to become
the standard 

Executives struggle to hire workers with
the right backgrounds and are forced to
delay projects  

AI can generate rich learning and
development media as well as
documentation to upskill talent  

Tech leaders should implement regular AI-
powered learning recommendations and
personalization as a new way of working 

Runaway spend is common in the cloud,
since resources can be provisioned with 
a click  

AI-powered cost analysis, pa�ern
detection, and resource allocation 
can optimize IT spend at new speeds

Leaders should consistently apply AI to help 
it earn its keep and optimize costs

Nearly half of enterprises are handling 
tasks like security, compliance, and 
service management on a manual basis

Automated resource allocation, predictive
maintenance, and anomaly detection
could revolutionize IT systems  

Leaders should work toward an IT
infrastructure that can heal itself as 
needed through AI  

Generative AI and digital agents open up
more a�ack surfaces than ever for bad actors  

Automated data masking, incident
response, and policy generation can 
optimize cybersecurity responses 

Enterprises should take steps to further 
authenticate data and digital media through
new tech or processes 

图1

生成人工智能如何改变IT工作方式
在接下来的18到24个月里，随着生成式人工智能越来越深入到工作方式中，企业的技术团队可能会经历巨大的
改进。德勤的前瞻分析表明，到2027年，即使在最保守的情况下，genAI也将嵌入每个公司的数字产品/软件足
迹。随着我们从T中A的当前状态转移到目标状态，代码审查、基础架构配置和颈算管理等手动且耗时的流程
可以实现自动化并得到改进。

问题是 必要的改变 建议采取的行动

传统软件开发生命周期 从编写代码转移到定义
工程 架构、审查代码和编排功

技术领导者应该期待人在回路
的手动、低效方面

能 中的代码生成和审查成为标准

高管们很难招聘到 人工智能可以生成丰富的学习 技术领导者应读实施定期的授权学习建
才能 合适的背景，被迫推迟项目 和发展媒体以及文稳来提升人

才技能
议和个性化，作为一种新的工作方式

云财务运营 支出失控在云中很常见，因为只 人工成本分析，模式
需点击一下鼠标就可以调配资源 检测和资源分配可以以新的速度

领导应始终如一地应用人工智能末帮

优化IT麦出
助此部门赚取成本并优化成本

将近一半的企业在处理 自动化资源分配，预测 领导者应送数力于建立一个能够
基础设施 手动执行安全性、合规性和服务管理 维护和算常检测可以预庭改变门系 适过人工智能根损需费自我修复

等任务 的IT基础没施

生殖人工智能和数字代理为不良行为者打
自动化数据屏蔽、事件 企业应采取措施，通过新技术或

计算机的
开了比以往更多的攻击面

明应和策路生成可以优化网络安
全编应

流程进一步认证数据和数字媒体

来源：德勤研究和分析。

更好地与业务成果保持一致。“14在另一个例子 正如德勤（Deloitte）最近在一筒关于人工智能时代的

中，一家医疗保健公司使用COBOL代码辅助功能 工程的文章中所述，开发人员的角色可能会从编写
使一名没有编程语言经验的初级开发人员能够 代码转向定义架构、中查代码，以及通过情境化的

生成准确率高达95%的解释文件。15 提示工程来编排功能。技术领导者应该预见到

在人工智能采用的未来几年中，人在回路中的代码
生成和审查将成为标准。16
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Talent 

Technology executives surveyed by Deloitte last year 
noted that they struggle to hire workers with critical IT 
backgrounds in security, machine learning, and software 
architecture, and are forced to delay projects with finan-
cial backing due to a shortage of appropriately skilled 
talent.17 As AI becomes the newest skill in demand, many 
companies may not even be able to find all the talent 
they need, leading to a hiring gap wherein nearly 50% 
of AI-related positions cannot be filled.18

As a result, tech leaders should focus on upskilling their 
own talent, another area where AI can help. Consider 
the potential benefits of AI-powered skills gap analyses 
and recommendations, personalized learning paths, and 
virtual tutors for on-demand learning. Bayer, the life 
sciences company, has used generative AI to summarize 
procedural documents and generate rich media such as 
animation for e-learning.19 Along the same lines, AI could 
generate documentation to help a new developer under-
stand a legacy technology, and then create an associated 
learning podcast and exam for that same developer.

At Google, developers thrive on hands-on experience 
and problem-solving, so leaders are keen to provide 
AI learning and tools (like coding assistants) that meet 
developers where they are on their learning journey. “We 
can use AI to enhance learning, in context with emerging 
technologies, in ways that anticipate and support the 
rapidly changing skills and knowledge required to adapt 
to them,” says Sara Ortloff, senior director of developer 
experience at Google.20 

As automation increases, tech talent would take an over-
sight role and enjoy more capacity to focus on innovation 
that can improve the bottom line (as we wrote about last 
year). This could help attract talent since, according to 
Deloitte research, the biggest incentive that attracts tech 
talent to new opportunities is the work they would do 
in the role.21

Cloud financial operations

Runaway spending became a common problem in the 
cloud era when resources could be provisioned with a 
click. Hyperscalers have offered data and tooling for 
finance teams and CIOs to keep better track of their 
team’s cloud usage, but many of these FinOps tools still 

require manual budgeting and offer limited visibility 
across disparate systems.22 The power of AI enables orga-
nizations to be more informed, proactive, and effective 
with their financial management. Real-time cost analysis, 
as well as robust pattern detection and resource alloca-
tion across systems, can optimize IT spending at a new 
speed.23 AI can help enterprises identify more cost-saving 
opportunities through better predictions and tracking.24 
All of this is necessary because AI may significantly drive 
up cloud costs for large companies in the coming years. 
Applying AI to FinOps can help justify the investments 
in AI and optimize costs elsewhere while AI demand 
increases.25

Infrastructure

Across the very broad scope of IT infrastructure, from 
toolchain to service management, organizations haven’t 
seen as much automation as they want.Just a few years 
ago, studies estimated that nearly half of large enterprises 
were handling key tasks like security, compliance, and 
service management on a completely manual basis.26 The 
missing ingredient? Automation that can learn, improve, 
and react to the changing demands of a business. Now, 
that’s possible. 

Automated resource allocation, predictive maintenance, 
and anomaly detection could all be possible in a system 
that’s set up to natively understand its own real-time 
status and then act.27 This emerging view of IT is known 
as autonomic, in reference to the human body’s auto-
nomic nervous system that regulates its heart rate and 
breath, and adjusts dynamically to internal and exter-
nal stimuli.28 As mentioned above, such a system would 
enable the change from human in charge to human in the 
loop, as infrastructure takes care of itself and surfaces 
only the issues that require human intervention. That’s 
why companies like eBay are already leveraging gener-
ative AI to scale their infrastructure and sort through 
troves of customer data, potentially leading to impactful 
changes to their platform.29

Cyber

Although AI may make many aspects of IT simpler or 
more efficient, it certainly introduces more complexity 
to cyber risk. As we wrote about last year, generative 
AI and synthetic media open up more attack surfaces 
than ever for phishing, deepfakes, prompt injection, and 
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others.30 As AI proliferates and digital agents become 
the newest business-to-business representatives, these 
issues may become more severe. Enterprises should take 
steps to work on data authentication, as in the example 
of SWEAR, a security company that has pioneered a 
way to verify digital media through the blockchain.31 
Data masking, incident response, and automated policy 
generation are all also areas where generative AI can be 
applied to optimize cybersecurity responses and defend 
against attacks.32

Finally, as technology teams grow accustomed to the 
changes and challenges mentioned above, many will shift 
their focus to the innovation, agility, and growth that 
can be enabled by AI. Teams can streamline their IT 
workflows and reduce the need for manual intervention 
or offshoring, allowing IT to focus on higher-value activ-
ities.33 Indeed, an entire reallocation of IT resources is 
likely to take place. As Ian Cairns, CEO of Freeplay, has 
noted, “As with any major platform shift, the businesses 
that succeed will be the ones that can rethink and adapt 
how they work and build software for a new era.”34

Next: IT itself as a service

The current moment is like an all-hands-on-deck siren 
sounding for many IT teams, where product managers, 
domain experts, and business unit leaders are diving 
into the details of AI to stand up working proofs of 
concepts. If the bet pays off and companies are able to 
improve their margins with this new technology, IT may 
complete its transition from a cost center and enabler to 
a true competitive differentiator. By then, the role of the 
CIO and their management of the tech estate could be 
dramatically altered.

Imagine a scenario over the next decade where IT 
transitions from a centrally controlled function to an 
innovation leader, providing reusable code blocks and 
platforms that business units can use to develop their 

own solutions. While IT-as-a-service may not be new, 
the previous understanding was that several aspects of 
a company’s IT infrastructure would be handed off to 
a new vendor.35 Looking forward, that vendor could be 
replaced by each organization’s internally trained and 
secure AI agents. 

In this sense, IT itself could become a service run through 
online portals, where a combination of low-code or 
no-code technologies and advanced AI allows nontech-
nical users to create and run applications.36 For example, 
the role of the chief architect could look very different 
with many legacy tasks performed by a digital agent. Just 
as cloud computing blocks can today be opened with a 
click, entire applications may be available at a click in 
the next five to 10 years. Continuous tech learning and 
fluency would become essential across the enterprise, 
not just in IT, as employees and citizen developers would 
be encouraged to adapt to the latest technologies. Trust 
and security responsibilities would also broaden, with 
technology teams retaining humans in the loop to review 
data privacy, cybersecurity, and ethical AI practices. 

Though the advancement of AI may call into question 
the future role of IT, it actually elevates the technology 
function in the enterprise once it’s embedded every-
where. Savvy tech leaders will need to develop a bevy 
of skills as tech and AI become even more important in 
the enterprise. These skills include journey and process 
knowledge, program and product management, busi-
ness development, trust and compliance expertise, and 
ecosystem management (including AI tools and share-
ability). Leaders may also need to take on a new role as 
the enterprise’s educator and evangelist of AI, in order 
to drive change management. 

Marcante says, “AI capabilities may be democratized 
for the business and spur innovation, but tech leaders 
have to drive the agenda. There has to be a set of guiding 
principles and goals that people can point to globally to 
move their enterprise forward.”37

自己的解决方案。虽然IT即服务可能并不新鲜，但随着人工智能的激增和数学代理成为最新的企业对
企业的代表，这些问题可能会变得更加严重。企业 以前的理解是，公司IT基础设施的几个方面将移交
应采取措施进行数据认证，例如安全公司SWEAR， 给新的供应商。35展型未来，该供应商可能会被每
该公司率先通过区块链验证数字媒体。31数据屏蔽 、个组织内部培训的要全A/代理取代。

、事件响应和自动策路生成也是可以应用生成式人
工智能来优化网络安全响应和防御政击的领城。32

从这个意义上来说，它本身可以成为通过在线门户
运行的服务，其中低代码或无代码技术与高级人工
智能的结合允许非技术用户创建和运行应用程序。
36例如，首席架构师的角色可能与由数字代理执行

最后，随着技术团队逐渐适应上述变化和挑战，许
多人将把注意力转移到人工智能可以实现的创新、

的许多传统任务非常不同。就像今天点击一下就可
以打开云计算模块一样，在未来的5到10年里，点

款捷性和增长上。团队可以简化他们的IT工作流程 击一下就可以使用整个应用程序。持续的技术学习
，减少人工干预或外包的需求，使IT部门能够专注 和流畅性将在整个企业中变得至关重要，而不仅仅
于更高价值的活动。33事实上，整个IT资源的重新 是在IT部门，因为员工和公民开发人员将被鼓励适
分配 应最新的技术。信任和安全责任也将扩大，技术团

有可能发生，正如Freeplay的首席执行官伊思·凯思斯所说

队将人类留在环路中，以审查数据隐私、网络安全
和道德人工智能实践。

注意到，“正如任何重大的平台转移一样，成功的
企业将是部些能够重新思考和适应他们的工作方式
并为新时代构建软件的企业。34

霍然人工智能的进步可能会对IT的未来角色提出质
接下来：IT本身即服务 疑，但一旦它嵌入到企业的每个角落，它实际上提

升了企业的技术功能。随着技术和人工智能在企业
对于许多IT团队来说，当前的时刻就像所有人都在 中变得更加重要，精明的技术领导者将需要发展一
甲板上拉响警报，产品经理、领域专家和业务部门 系列技能。这些技能包括旅程和流程知识、计划和
负责人正在深入人工智能的细节，以证明概念的工 产品管理、业务发展、信任和合规专业知识以及生
作证据。如果赚注有回报，公司能够利用这项新技 态系统管理（包括人工智能工具和共享能力）。为了推
术提高利润，IT可能会完成从成本中心和推动者到 动变革管理，领导者可能还需要扮演企业的教育者
真正的竟争优势的转变。到那时，首席信息官的角 和人工智能的传插者的新角色。
色和他们对科技产业的管理可能会发生巨大的变化

马坎特说，“人工智能的能力可能会为商业大众化
想象一下未来十年的场景，IT从集中控制的职能转 并刺激创新，但技术领导者必须推动议程。必须
变为创新领导者，提供可重用的代码块和平台，业 有一套指导原则和目标，人们可以在全球范围内指
务部门可以使用它们来开发他们的 出，以推动他们的企业向前发展。”37
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Cybersecurity professionals already have a lot on their 
minds. From run-of-the-mill social engineering hacks 
to emerging threats from AI-generated content, there’s 
no shortage of immediate concerns. But while focusing 
on the urgent, they could be overlooking an important 
threat vector: the potential risk that a cryptographically 
relevant quantum computer (CRQC) will someday be 
able to break much of the current public-key cryptog-
raphy that businesses rely upon. Once that cryptog-
raphy is broken, it will undermine the processes that 
establish online sessions, verify transactions, and assure  
user identity. 

Let’s contrast this risk with the historical response to 
Y2K, where businesses saw a looming risk and addressed 
it over time, working backward from a specific time 
to avert a more significant impact.¹ The potential risk 
of a CRQC is essentially the inverse case: The effect is 
expected to be even more sweeping, but the date at which 
such a cryptographically relevant quantum computer will 
become available is unknown. Preparing for CRQCs is 
generally acknowledged to be highly important but is 
often low on the urgency scale because of the unknown 
timescale. This has created a tendency for organizations 
to defer the activities necessary to prepare their cyber-
security posture for the arrival of quantum computers. 

“Unless it’s here, people are saying, ‘Yeah, we’ll get to it, 
or the vendors will do it for me. I have too many things 
to do and too little budget,’” says Mike Redding, chief 
technology officer at cybersecurity company Quantropi.2 

“Quantum may be the most important thing ever, but it 
doesn’t feel urgent to most people. They’re just kicking 
the can down the road.”

This complacent mindset could breed disaster because 
the question isn’t if quantum computers are coming—it’s 
when. Most experts consider the exact time horizon for 
the advent of a CRQC to be irrelevant when it comes to 
encryption. The consensus is that one will likely emerge 
in the next five to 10 years, but how long will it take 
organizations to update their infrastructures and third-
party dependencies? Eight years? Ten years? Twelve? 
Given how long it took to complete prior cryptographic 
upgrades, such as migrating from cryptographic hashing 
algorithms SHA1 to SHA2, it is prudent to start now. 

In a recent report, the US Office of Management and 
Budget said, “It is likely that a CRQC will be able 
to break some forms of cryptography that are now 
commonly used throughout government and the private 
sector. A CRQC is not yet known to exist; however, 
steady advancements in the quantum computing field 
may yield a CRQC in the coming decade. Accordingly 
… federal agencies must bolster the defense of their 
existing information systems by migrating to the use of 
quantum-resistant public-key cryptographic systems.”3

The scale of the problem is potentially massive, but 
fortunately, tools and expertise exist today to help 
enterprises address it. Recently released postquantum 
cryptography (PQC) algorithm standards from the US 
National Institute of Standards and Technology (NIST) 
could help to neutralize the problem before it becomes 
costly,4 and many other governments around the world 
are also working on this issue.5 Furthermore, a reinvig-
orated cyber mindset could set enterprises on the road 
to better security.

The new math: Solving cryptography 
in an age of quantum
Quantum computers are likely to pose a severe threat to today’s encryption 
practices. Updating encryption has never been more urgent. 
Kelly Raskovich, Bill Briggs, Mike Bechtel, and Ed Burns

CYBER AND TRUST网络和信任

新数学：在量子时代解决密码学

量子计算机很可能对今关的加密实践构成产重威励。更新加密从未如此紧迫，

凯利拉斯科维奇，比尔·布里格斯，迈克·贝克特尔和艾德·伯恩斯

网络安全专家已经有很多想法了。从普通的社会 这种自满的心态可能会滋生灾难，因为问题不是
工程黑客到人工智能生成的内容带来的新威勘 量子计算机是否会到来，而是什么时候到来。大

多数专家认为CRQC出现的确切时间范围与加密无
不缺乏直接的关注。但在关注累急情况的同时， 关。人们普遍认为，未来5到10年内可能会出现一
他们可能忽陷了一个重要的威励载体：一个与密码 个，但是组织需要多长时间来更新他们的基础架
学相关的量子计算机(CROC)有朝一日能够破解企 构和第三方依额呢？八年？十年？十二个？
业所依赖的大部分当前公钥密码的潜在风险。
旦密码被破解，它将破坏建立在线会话、验证交
易和确保用户身份的过程。 鉴于完成之前的加密升级需要多长时间，例如从

加密哈希算法SHA1迁移到SHA2，现在开始是明
智的。

在最近的一份报告中，关国管理和预算办公室表
让我们将这种风险与2000年问题的历史反应进行 示，“CRQC很可能能够酸解现在政府和私营部门
对比，在2000年问题中，企业看到了追在眉睫的 普使用的一些加密形式。一个CRQC还不知道存
风险，并随着时间的推移解决了这一问题，从特 在；然而，量子计算领域的稳步发展可能会在未
定的时间开始追溯，以避免更大的影响。1 来十年产生一个CRQC。相应地.联邦机构必须通
CRQC的潜在风险基本上是相反的情况：影响预计 过迁移到使用抗量子公钥密码系统来加强现有信
会更加广泛，但这种与密码相关的量子计算机何 息系统的防御。”3
时可用尚不可知。准备CRQCs通常被认为是非常
重要的，但由于未知的时间表，其紧追性通常较
低。这使得组织倾向于推迟为量子计算机的到来
做好网络安全准备的必要活动。 这个间题的规模可能是巨大的，但幸运的是，现

在有工具和专业知识来帮助企业解决这个问题。
美国国家标准与技术研究所（NIST)最近发布的后

量子加密（PQC)算法标准可能有助于在问题变得昂
“除非它在这里，否则人们会说，“是的，我们

会实现它，或者供应商会为我实现它。网络安全
贵之前解决问邀，4世界客地的许多其他政府也在

研究这个问题。5此外，重振网络思维可以让企业
公司Quantropi的首席技术官迈克·雷丁(Mike 走上更安全的道路。
Redding)说：“我有太多的事情要做，而预算却太

少。他们只是在拖延时间。
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Now: Cryptography everywhere

Two of the primary concerns for cybersecurity teams 
are technology integrity and operational disruption.6 
Undermining digital signatures and cryptographic key 
exchanges that enable data encryption are at the heart 
of those fears. Losing the type of cryptography that can 
guarantee digital signatures are authentic and unal-
tered would likely deal a major blow to the integrity of 
communications and transactions. Additionally, losing 
the ability to transmit information securely could poten-
tially upend most organizational processes. 

Enterprises are starting to become aware of the risks 
posed by quantum computing to their cybersecurity. 
According to Deloitte’s Global Future of Cyber survey, 
52% of organizations are currently assessing their 
exposure and developing quantum-related risk strate-
gies. Another 30% say they are currently taking decisive 
action to implement solutions to these risks.

“The scale of this problem is sizeable, and its impact in 
the future is imminent. There may still be time when it 
hits us, but proactive measures now will help avoid a 
crisis later. That is the direction we need to take,” says 
Gomeet Pant, group vice president of security technol-
ogies for the India-based division of a large industrial 
products firm.7

Cryptography is now so pervasive that many organiza-
tions may need help identifying all the places it appears. 
It’s in applications they own and manage, and in their 
partner and vendor systems. Understanding the full scope 
of the organizational risk that a CRQC would pose to 
cryptography (figure 1) requires action across a wide 
range of infrastructures, supply chains, and applications. 
Cryptography used for data confidentiality and digital 
signatures to maintain the integrity of emails, macros, 
electronic documents, and user authentication would all 
be threatened, undermining the integrity and authenticity 
of digital communications.8

Figure 1

The triangle of risk and the implications of the losses if each of the three is not considered

deloitte.com/insights

Source: Colin Soutar, Itan Barmes, and Casper Stap, “Don’t let drivers for quantum cyber readiness take a back seat!” Deloi�e, accessed 
November 2024.

Exposure: 
The scale of the problem is massive

Hazard:
The arrival date of quantum

computers is unknown

Vulnerability: 
What is safely encrypted today may 
be made vulnerable in the future 
when quantum computers mature

Risk

图1

如果不考虑三者中的每一个，风险三角和损失的含义

量子计算机的到乘日期
危险：

是未知的

风险
脆弱性：
当量子计算机成熟时，今天安
全加密的东西将来可能会变得

阳光车
问题的规模是巨大的

，2024年11月访问。

现在：密码学无处不在 “这个问题的规模相当大，其对未来的影响迫在
眉睫。或许仍有时间来打击我们，但现在的积极

网络安全团队的两个主要担忧是技术完整性和运 措施将有助于避免以后的危机。这是我们需要采
营中断。6破坏支持数据加密的数字签名和密钥交 取的方向，”一家大型工业产品公司印度分部的
换是这些担优的核心。失去能够保证数字签名真 集团安全技术副总裁GomeetPant说。7
实且不被更改的加密技术可能会对通信和交易的
完整性造成重大打击。此外，失去安全传输信息
的能力可能会颠覆大多数组织流程。

密码术现在如此普遍，以至于许多组织可能
需要帮助来识别它出现的所有地方。
它存在于他们拥有和管理的应用程序中，也存在
于他们的合作伙伴和供应商系统中。要全面了解
CRQC对加密技术造成的组织风险(图1),需要在广

企业开始意识到量子计算给网络安全带来的风险 泛的基础设施、供应链和应用中采取行动

根据Deloitte的全球网络未来调查，52%的组织目 用于数据保密的加密技术和用于维护电子邮件、
前正在评估其暴露程度，并制定与量化相关的风 宏、电子文档和用户认证完整性的数字签名都将
险策路。另有30%的人表示，他们目前正在来取 受到威，破坏数字通信的完整性和真实性。8
果断行动来实施这些风险的解决方案。

46



47

T
he

 n
ew

 m
at

h:
 S

ol
vi

ng
 c

ry
pt

og
ra

ph
y 

in
 a

n 
ag

e 
of

 q
ua

nt
um

To make matters worse, enterprises’ data may already 
be at risk, even though there is no CRQC yet. There’s 
some indication that bad actors are engaging in what’s 
known as “harvest now, decrypt later” attacks—stealing 
encrypted data with the notion of unlocking it whenever 
more mature quantum computers arrive. Organizations’ 
data will likely continue to be under threat until they 
upgrade to quantum-resistant cryptographic systems.

“We identified the potential threat to customer data 
and the financial sector early on, which has driven our 
groundbreaking work toward quantum-readiness,” 
said Yassir Nawaz, director of the emerging technol-
ogy security organization at JP Morgan. “Our initiative 
began with a comprehensive cryptography inventory and 
extends to developing PQC solutions that modernize our 
security through crypto-agile processes.”9

Given the scale of the issues, upgrading to quantum-safe 
cryptography could take years, maybe even a decade or 
more, and we’re likely to see cryptographically relevant 
quantum computers sometime within that range.10 The 
potential threat posed by quantum to cryptography may 
feel over the horizon, but the time to start addressing it 
is now (figure 2).

“It is important that organizations start preparing now 
for the potential threat that quantum computing pres-
ents,” said Matt Scholl, computer security division chief 
at NIST. “The journey to transition to the new postquan-
tum-encryption standards will be long and will require 
global collaboration along the way. NIST will continue 
to develop new post-quantum cryptography standards 
and work with industry and government to encourage 
their adoption.”11

Figure 2

The quantum connection
How organizations are thinking about the approaching quantum era and the need for quantum cybersecurity readiness

deloitte.com/insights

Note: n = 1,196 C-suite executives and senior leaders.

Source: Deloi�e, “The promise of cyber: Enhancing transformational value through cybersecurity resilience,” accessed November 2024. 

Currently not concerned with quantum-related risks

Aware of quantum threats but have not yet taken action

Assessing our exposure to quantum-related risks

Developing strategies to address quantum-related risks

Implementing beta solutions to mitigate/avoid 
quantum-related risks

Implementing solutions at scale to address 
quantum-related risks

4%

13%

27%

25%

18%

12%

30%

图2

熏子联系
组织如何看待即将到来的量子时代以及量子网络安全准备的需求

自前不关注与量子相关的风险

意识到量子威胁，但尚未采取行动

评估我们面临的量子相关风险

制定应对量子相关风险的策略

实施测试解决方案来减轻/避免
量子相关风险

大规模实施解决方案以解决
30%

量子相关风险

注：n=1，196名高管和高级领导。

来源：德勤，“网络的承诺：通过网络安全弹性增强转型价值”，2024年11月获取。

更糟糕的是，企业的数据可能已经处于危险之 鉴于这些问题的规模，升级到量子安全加密可
中，尽管还没有CRQC。有一些迹象表明，坏 能需要数年时间，基至可能需要十年或更长时
人正在参与所谓的“现在收获，以后解密”的 间，我们很可能在这个范国内的某个时间看到

攻击一一窃取加密数据，并希望在更成熟的量 与加密相关的量子计算机。10量子对加密带来
子计算机到来时将其解锁。组织的数据可能会 的潜在威胁可能会感觉到，但现在是开始解决
继续受到威胁，直到他们升级到抗量子密码系 它的时候了(图2)。

统。
“重要的是，组织现在就开始为量子计算带来

“我们很早就发现了对客户数据和金融部门的 的潜在威胁做准备，”NIST大学计算机安全
潜在威胁，这推动我们的突窦破性工作朝若量子 部门负责人马特·肖尔说。“过渡到新的后量
就绪的方向发展，”摩根大通新兴技术安全组 子加密标准的旅程将是漫长的，并且需要全球
织主任雅西尔·纳瓦兹说。“我们的计划始于 合作。NIST将继续开发新的后量子密码标准
全面的加密库存，并扩展到开发PQC解决方案
，通过加密敏捷流程实现安全现代化。”9

，并与行业和政府合作，鼓励它们的采用。

11
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New: Upgrading to a quantum-safe future

There’s good news, though. While upgrading cryptog-
raphy to protect against the threat of quantum comput-
ers requires a comprehensive and widespread effort,  
given sufficient time, it should be a relatively straight-
forward operation. 

Initial steps include establishing governance and policy, 
understanding current cryptographic exposure, assess-
ing how best to prioritize remediation efforts across 
the infrastructure and supply chain, and building a 
comprehensive road map for internal updates and 
contractual mechanisms to ensure vendors meet the  
updated standards. 

“The first step to reclaim control over decades of 
cryptographic sprawl across IT is to leverage modern 
cryptography management solutions, which empower 
organizations with critical observability and reporting 
capabilities,” says Marc Manzano, general manager of 
cybersecurity group SandboxAQ.12

Once these initial steps are completed, organizations 
can begin updating encryption algorithms. In August 
2024, NIST released new standards containing encryp-
tion algorithms that organizations can implement. The 
agency says these encryption methods should withstand 
attacks from quantum computers by changing how data 
is encrypted and decrypted.13

Current encryption practices encode data using complex 
math problems that outpace the computing power of 
even today’s most powerful supercomputers. But quan-
tum computers will likely be able to crack these prob-
lems quickly. The updated NIST standards move away 
from today’s large-number-factoring math problems and 
leverage lattice and hash problems, which are sufficiently 
complex to bog down even quantum computers.14

Large tech companies are already beginning their transi-
tion. Following the release of NIST’s updated standards, 
Apple updated its iMessage application to use quan-
tum-secure encryption methods.15 Google announced 
that it implemented the new standards in its cryptog-
raphy library and will use them in its Chrome web 
browser.16 IBM, which has invested heavily in devel-
oping quantum computing technology, has integrated 

postquantum cryptography into several of its platforms, 
and Microsoft has announced that it will add quan-
tum-secure algorithms to its cryptographic library.17 

In 2021, the National Cybersecurity Center of Excellence 
(NCCoE) at NIST started the Migration to PQC project. 
It has grown to over 40 collaborators, many of whom 
have cryptographic discovery and inventory tools with 
differing capabilities. The project demonstrates the use of 
these tools in a manner that will enable an organization 
to plan for their use. Other collaborators are focused 
on testing the PQC algorithms for use in protocols to 
understand their interoperability and performance as 
they prepare to implement PQC in their products.18

“An organization needs to understand where and how it 
uses cryptographic products, algorithms, and protocols 
to begin moving towards quantum-readiness,” says Bill 
Newhouse, co-lead for the Migration to PQC project 
at the NCCoE. “Our project will demonstrate use of 
the tools and how the output of the tools supports risk 
analysis that will enable organizations to prioritize what 
it will migrate to PQC first.”19

Next: Leveraging postquantum cryptography 
to prepare for future threats

While enterprises upgrade their encryption practices, 
they should consider what else they might do. This 
can be likened to cleaning out the basement: What 
can be done to clean out the back corners no one has 
looked at in a decade? They will map out highly tech-
nical, low-level capabilities in core systems that haven’t 
been assessed in years. Perhaps they will uncover other 
potential issues that can be addressed while upgrading 
cryptography, such as enhancing governance, improving 
key management processes, implementing a zero trust 
strategy, upgrading cryptography while modernizing 
legacy systems, or simply sunsetting tools that haven’t 
been used in a while.

Organizations that engage in proper cyber hygiene are 
likely to strengthen their broader cyber and privacy prac-
tices. They will likely be more cautious about collect-
ing and sharing anything other than strictly necessary 
data, establish more robust and accountable governance 
mechanisms, and continually assess trust between digital 

New: Upgrading toa quantum-safe future postquantum cryptography into several of its platforms,

and Microsoft has announced that it will add quan-
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understanding current cryptographic exposure, assess these tools in a manner that will enable an organization

ing how best to prioritize remediation efforts across to plan for their use, Other collaborators are focused

the infrastructure and supply chain, and building a on testing the PQC algorithms for use in protocols to

comprehensive road map for intemal updates and understand their interoperability and performance as

contractual mechanisms to ensure vendors meet the they prepare to implement PQC in their products.S

updated standards.

“An organization needs to understand where and how it

*The first step to reclaim control over decades of uses cryptographic products, algorithms, and protocols

cryptographic sprawl across IT is to leverage moderm to begin moving towards quantum-readiness," says Bill

cryptography management solutions, which empower Newhouse, co-lead for the Migration to PQC project

organizations with critical observability and reporting at the NCCoE., *Our project will demonstrate use of

o asrut eauas couezue e stes _'sagpqedes the tools and how the output of the tools supports risk

cybersecurity group SandboxAQ.12 analysis that will enable organizations to prioritize what

it will migrate to PQC first.*19

Once these initial steps are completed, organizations

can begin updating encryption algorithms. In August

2024, NIST released new standards containing encryp- Next: Leveraging postquantum cryptography

tion algorithms that organizations can implement. The to prepareforfuturethreats

agency says these encryption methods should withstand

attacks from quantum computers by changing how data While enterprises upgrade their encryption practioes,

is encrypted and decrypted, they should consider what else they might do. This

can be likened to cleaning out the basement: What

Current encryption practices encode data using complex can be done to clean out the back comers no one has

math problems that outpace the computing power of looked at in a decade? They will map out highly tech-

even today's most powerful supercomputers. But quan- nical, low-level capabilities in core systems that haven't

tum computers will likely be able to crack these prob- been assessed in years. Perhaps they will uncover other

lems quickly. The updated NIST standards move away potential issues that can be addressed while upgrading

from today’s large-number-factoring math problems and

leverage lattice and hash problems, which are sufficiently key management processes, implementing a zero trust

cryptography, such as enhancing govermance, improving

complex to bog down even quantum computers,14 strategy, upgrading cryptography while modernizing

legacy systems, or simply sunsetting tools that haven't

Large tech companies are already beginning their transi- been used in a while.

tion, Following the release of NIST's updated standards,

Apple updated its iMessage application to use quan- Organizations that engage in proper cyber hygiene are

tum-secure encryption methods.is Google announced likely to strengthen their broader cyber and privacy prac-

that it implemented the new standards in its cryptog- tices. They will likely be mor: cautious about collect-

raphy library and will use them in its Chrome web ing and sharing anything other than strictly necessary

browser.% IBM, which has invested heavily in devel- data, establish more robust and accountable govermance

oping quantum computing technology, has integrated mechanisms, and continually assess trust between digital
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components. Beyond protecting against the far-off threat 
of quantum attacks, these practices harden an enter-
prise’s defenses today by building secure habits into 
everyday activities.

Enterprises should consider how to create a reproducible 
set of activities to protect their cryptographic systems 
against various types of attacks and failures, a concept 
known as cryptographic resilience. Today, organiza-
tions need to prepare for the quantum threat vector, 
but tomorrow, the next new risk will require a different 
approach. Security teams shouldn’t have to go through 
this entire exercise again when a new threat emerges—
instead, they should develop the muscles necessary to 
add or swap out cryptographic capabilities quickly  
and seamlessly.20

As our digital and physical lives become more closely 
linked, our friendships, reputations, and assets are 
undergoing a digital transformation. These areas are 
mediated digitally and secured cryptographically. Going 
forward, the privacy and integrity of messages, transac-
tions, and an increasing share of the human condition 
will be built upon a foundation of digital trust. Protecting 

cryptography isn’t only about protecting enterprise data 
stores—it’s about shielding increasingly sensitive areas 
of our lives.

“As our reliance on cryptography intensifies in the digi-
tal economy, organizations must act swiftly to prepare 
for a controlled transition to maintain the trust they’ve 
built with customers and partners,” says Michele Mosca, 
founder and CEO of evolutionQ. “It’s crucial for organi-
zations to develop a quantum-safe road map and partner 
with vendors to kick-start this vital shift. Prioritizing 
the security of your most sensitive information isn’t just 
prudent—it’s essential.”21

Quantum computers are likely to bring significant bene-
fits to a range of areas, such as drug discovery, financial 
modeling, and other use cases, that improve people’s 
lives. These potential benefits should not be overshad-
owed by the attendant security challenges. This is why 
enterprises should start hardening their defenses now 
so that they are prepared to reap the potential benefits 
of quantum computing without major disruption from 
its risks.

组件。除了抵御遥远的量子攻击威胁之外，这 密码术不仅仅是保护企业数据存储，它还保护
些实践还通过在日常活动中建立安全习惯来强 我们生活中日益敏感的领域。
化企业的防御。

evolutionQ创始人兼首席执行官Michele
企业应该考虑如何创建一组可重复的活动来保 Mosca表示：“随着我们在数字经济中对加密
护他们的加密系统免受各种类型的攻击和故障 技术的依颗日益增强，组织必须迅速采取行动

这是一个称为加密弹性的概念。今天，组织 ，为受控过渡做好准备，以维护他们与客户和
需要为量子威胁载体做好准备，但明天，下一
个新风险将需要不同的方法。当新的威胁出现

合作伙伴建立的信任。“对于组织来说，制定
量子安全路线图并与供应商合作以启动这一重

时，安全团队不应该再经历一通这整个过程， 要转变至关重要。将最敏感信息的安全性放在
相反，他们应该发展必要的力量来快速、无缝 首位不仅是谨慎之举，也是至关重要的。21
地添加或替换加密功能。20

量子计算机可能会给一系列领域带来重大好处
如药物发现、金融建模和其他改善人们生活

随着我们的数字生活和现实生活越来越紧密地
的用例。这些潜在的好处不应该被随之而来的

联系在一起，我们的友谊、声誉和资产正在经
安全挑战所捷盖。这就是为什么企业应该现在
就开始加强他们的防御，以使他们准备好收获

历数字化转型。这些区域以数字方式传速，并
以密码方式保护。展望未来，信息、交易的隐

量子计算的落在好处，而不会受到其风险的重

私性和完整性，以及越来越多的人类状况将建
大干扰

立在数字信任的基础上。保护

20

孩子

F
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Many core systems providers have gone all in on arti-
ficial intelligence and are rebuilding their offerings and 
capabilities around an AI-first model. The integration of 
AI into core enterprise systems represents a significant 
shift in how businesses operate and leverage technology 
for competitive advantage. 

It’s hard to overstate AI’s transformative impact on core 
systems. For years, the core and the enterprise resource 
planning tools that sit on top of it were most businesses’ 
systems of record—the single source of truth. If someone 
had a question about any aspect of operations, from 
suppliers to customers, the core had the answer. 

AI is not simply augmenting this model; it’s fundamen-
tally challenging it. AI tools have the ability to reach into 
core systems and learn about an enterprise’s operations, 
understand its process, replicate its business logic, and 
so much more. This means that users don’t necessar-
ily have to go directly to core systems for answers to 
their operational questions, but rather can use whatever 
AI-infused tool they’re most familiar with. Thus, this 
transformation goes beyond automating routine tasks 
to fundamentally rethinking and redesigning processes 
to be more intelligent, efficient, and predictive. It has 
the potential to unleash new ways of doing business by 
arming workers with the power of AI along with infor-
mation from across the enterprise.

No doubt, there will be integration and change manage-
ment challenges along the way. IT teams will need to 
invest in the right technology and skills, and build 

robust data governance frameworks to protect sensi-
tive data. The more AI is integrated with core systems, 
the more complicated architectures become, and this 
complexity will need to be managed. Furthermore, teams 
will need to address issues of trust to help ensure AI 
systems are handling critical core operations effectively  
and responsibly.

But tackling these challenges could lead to major gains. 
Eventually, we expect AI to progress beyond being the 
new system of record to become a series of agents that 
not only do analyses and make recommendations but 
also take action. The ultimate endpoint is autonomous 
decision-making, enabling enterprises to operate quickly 
compared with their current pace of operations.

Now: Businesses need more 
from systems of record

Core systems and, in particular, enterprise resource plan-
ning (ERP) platforms are increasingly seen as critical 
assets for the enterprise. There’s a clear recognition of 
the value that comes from having one system hold all 
the information that describes how the business operates. 
For this reason, the global ERP market is projected to 
grow at a rate of 11% from 2023 through 2030. This 
growth is driven by a desire for both greater efficiency 
and more data-driven decision-making.¹ 

The challenge is that relatively few organizations are real-
izing the benefits they expect from these tools. Despite 

The intelligent core: AI changes 
everything for core modernization
For years, core and enterprise resource planning systems have been 
the single source of truth for enterprises’ systems of records. AI is 
fundamentally challenging that model.
Kelly Raskovich, Bill Briggs, Mike Bechtel, and Ed Burns

CORE MODERNIZATION核心现代化

智能核心:人工智能改变核心现
代化的一切
多年来，核心和企业资源规划系统一直是企业记录系统的唯一真实来源。艾尔从根本
上挑战了这种模式。

凯利-拉斯科维奇，比尔·布里格斯，迈克·贝克特尔和艾德·伯恩斯

许多核心系统提供商都在人工智能上投入了全部 保护敏感数据的强大数据治理框架。人工智能与
精力，并国绕人工智能优先的模式重建他们的产 核心系统集成得越多，架构就变得越复杂，这种
品和能力。人工智能与核心企业系统的集成代表 复杂性将需要管理。此外，团队将需要解决信任
看企业如何运营和利用技术获得竞争优势的重大 问题，以帮助确保人工智能系统有效和负责任地
转变。 处理关键的核心操作。

很难专大人工智能对核心系统的变革性影响。多
年来，核心和位于其上的企业资源规划工具是大 但应对这些挑战可能会带来重大收获。
多数企业的记录系统一一事实的唯一来源。如果 最终，我们希望人工智能能够超越新的记录系统
有人对运营的任何方面有疑问，从供应商到客户 ，成为一系列代理，不仅可以进行分析和提出建

，core都有答案。 议，还可以采取行动。最终的终点是自主决策，

使企业能够比当前的运营速度更快地运营。

人工智能不仅仅是增加这个模型；这从根本上挑
战了它。人工智能工具有能力进入核心系统，了
解企业的运营，理解其流程，复制其业务辑，
等等。这意味着用户不必直接去核心系统寻求操 现在：企业需要更多的记录系

作问题的答案，而是可以使用他们最熟悉的任何 统
人工智能工具。因此，这种转变不仅仅是自动化
日常任务，而是从根本上重新思考和重新设计流 核心系统，尤其是企业资源规划（ERP)平台，越来

程，使其更加智能、高效和可预测。它有可能通 越被视为企业的关键资产。人们清楚地认识到，

过用人工智能的力量以及来自整个企业的信息武 让一个系统保存描述业务运营方式的所有信息的

装工人来释放新的商业方式。 价值。

因此，从2023年到2030年，全球ERP市场预计将
以11%的速度增长。这种增长是由对更高的效率
和更多数据驱动的决策的渴望推动的。1

毫无疑问，在此过程中将会面临集成和变更管理
的挑战。IT团队需要投资于正确的技术和技能， 面临的挑战是，相对较少的组织意识到他们期望
并构建 从这些工具中获得的好处。不管
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an acknowledgment that a centralized single source of 
truth is key to achieving greater operational efficiency, 
many ERP projects don’t deliver. According to Gartner 
research, by 2027, more than 70% of recently imple-
mented ERP initiatives will fail to fully meet their original 
business case goals.² 

Part of the reason ERP projects may fail to align with 
business goals is that the systems tend to be one-size-fits-
all. Businesses needed to mirror their operations to fit the 
ERP system’s model. Applications across the organiza-
tion were expected to integrate with the ERP. It was the 
system of record and held all business data and business 
logic, so the organization acquiesced to these demands, 
even if they were hard to meet. However, this produced 
a certain level of disconnect between the business and 
the ERP system.

AI is breaking this model. Some enterprises are look-
ing to reduce their reliance on monolithic ERP imple-
mentations, and AI is likely to be the tool that allows 
them to by opening up data sets and enabling new ways  
of working.

New: AI augments the core

With some evolution, ERP systems will likely maintain 
their current position as systems of record. In most large 
enterprises, they still hold virtually all the business data, 
and organizations that have spent the last several years 
implementing ERP systems will likely be reluctant to 
move on from them. 

Orchestrating the platform approach 

In this model, today’s core systems become a platform 
upon which AI innovations are built. However, this pros-
pect raises multiple questions around AI orchestration 
that IT and business leaders will have to answer. Do they 
use the modules provided by vendors, use third-party 
tools, or, in the case of more tech-capable teams, develop 
their own models? Relying on vendors means waiting 
for functionality but may come with greater assurance 
of easy integration. 

Another question is how much data to expose to AI. 
One of the benefits of generative AI is its ability to read 
and interpret data across different systems and file types. 

This is where opportunities for new learnings and auto-
mation come from, but it could also present privacy and 
security challenges. In the case of core systems, we’re 
talking about highly sensitive HR, finance, supplier, and 
customer information. Feeding this data into AI models 
without attention to governance could create new risks. 

There’s also the question of who should own initiatives 
to bring AI to the core. This is a highly technical process 
that demands the skills of IT—but it also supports critical 
operational functions that the business should be able to 
put its fingerprints on.

The answer to these questions will likely look different 
from use case to use case and even enterprise to enter-
prise. But teams should think about them and develop 
clear answers before going all in on AI in the core. These 
answers form the foundation upon which rests the larger 
benefits of the technology.

“To get the most out of AI, companies should develop 
a clear strategy anchored in their business goals,” says 
Eric van Rossum, chief marketing officer for cloud ERP 
and industries at SAP. “AI shouldn’t be considered as 
a stand-alone functionality, but rather as an integral, 
embedded capability in all business processes to support 
a company’s digital transformation.”3 

AI enables new ways of working 

Forward-looking enterprises are already answering these 
orchestration questions. Graybar, a wholesale distribu-
tor of electrical, industrial, and data communications 
solutions, is in the middle of a multiyear process of 
modernizing a 20-year-old core system implementa-
tion, which started with upgrades to its HR manage-
ment tools and is now shifting to ERP modernization. 
It’s leaning on the best modules available from its core 
systems vendors when it makes sense, while also layer-
ing on third-party integrations and homegrown tools 
when there’s an opportunity to differentiate its products  
and services.4

The growth of AI presented leaders at the company with 
an opportunity to not only upgrade its tech stack, but 
also to think about how to reshape processes to drive 
new efficiencies and revenue growth. Trust has been a 
key part of the modernization efforts. The company is 
rolling out AI in narrowly tailored use cases where tools 

许多ERP项目没有意识到集中单一的事实来源是 这就是新的学习和自动化的机会所在，但它也可
实现更高运营效率的关键。根据Gartner研究，到 能带来隐私和安全挑战。就核心系统而言，我们

2027年，超过70%的最近实施的ERP计划将无法 谈论的是高度数感的人力资源、财务、供应商和
完全实现其最初的业务案例目标。2 客户信息。将这些数据输入人工智能模型而不关

注治理可能会产生新的风险。

ERP项目可能无法与业务目标保持一致的部分原 还有一个问题是谁应该拥有将人工智能带到核心
因是，系统往往是一刀切的。企业需要反映他们 的主动权。这是一个技术性很强的流程，需要
的运作，以适应ERP系统的模型。整个组织的应 IT人员的技能，但它也支持关键的运营功能，业
用程序预计将与企业资源规划系统集成。这是一 务部门应该能够在这些功能上留下自己的印记。
个记录系统，保存了所有的业务数据和业务逻辑
，所以组织默认了这些需求，即使它们很难满定
。然而，这在业务和ERP系统之间产生了一定程

这些问题的答案可能会固用例而异，基至因企业

度的脱节。
而异。但是团队应该在把全部精力放在核心的人
工智能上之前思考这些问题并找到明确的答案。
这些答案构成了该技术更大优势的基础。

AI正在打破这种模式。一些企业正在寻求减少对
整体ERP实施的依额，人工智能很可能成为一种
工具，通过开放数据集和启用新的工作方式来实 SAP云ERP和行业百席营销管埃里克·范·罗森（

现这一点。 EricvanRossum)表示：“为了充分利用人工智能

，公司应该制定一个基于业务目标的明确战略。
“人工智能不应被视为一项独立的功能，而应被

新：铝增加了核心
视为所有业务流程中不可或缺的嵌入式功能，以
支持公司的数字化转型。"3

随着一些发展，企业资源规划系统可能会保持其
自前作为记求系统的地位。在大多数大型企业中 人工智能创造了新的工作方式

，他们仍然掌握着几乎所有的业务数据，而那些
在过去几年中实施了ERP系统的组织可能不愿意 有远见的企业已经在回答这些编排问题。
继续使用这些系统。 Graybar是一家电气、工业和数据通信解决方案

的批发分销商，该公司正在对一个已有20年历史

协调平台方法
的核心系统实施进行现代化改造，该过程从升级
其人力资源管理工具开始，现在正转向ERP现代

在这种模式下，今天的核心系统成为人工智能创
新的基础平台。然而，这种前景提出了国绕人工 在合理的情况下，它依靠其核心系统供应商提供
智能编排的多个问题，IT和业务领导者必须回答 的最佳模块，同时在有机会使其产品和服务与众
这些问题。他们是使用供应商提供的模块，还是 不同时，也依靠第三方集成和自主开发的工具。4

使用第三方工具，或者，在技术能力更强的团队
中，开发他们自己的模型？依赖供应商意味着等
待功能，但可能带来更大的容易集成的保证。 人工智能的发展为该公司的领导者提供了一个机

会，不仅可以升级其技术堆栈，还可以思考如何

另一个问题是要暴露多少数据给Al。
重望流程，以推动新的效率和收入增长。信任是

现代化努力的关键部分。该公司正在狭窄的定制
生成式人工智能的好处之一是它能够跨不同系统 用例中推出人工智能，工具
和文件类型读取和解释数据。

1S
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only have access to specific databases based on what 
they need to accomplish the assigned task. And in each 
instance, humans are kept in the loop to help ensure the 
accuracy of information that comes from AI tools before 
it reaches customers. 

Graybar is piloting AI in sales and customer service and 
plans to expand to inventory forecasting and planning. 
It’s adding AI to ordering systems to help surface cross-
sell and upsell ideas to sales agents. It’s also developing 
an AI-based tool that will help agents build quotes for 
customers. The tool will allow workers to use natu-
ral language to query product catalogs, pull together 
options for customers, and compile the information into 
a communication for the customer. 

“These tasks used to take hours or days to complete; 
now it takes minutes,” says David Meyer, chief financial 
officer at Graybar. “Empowered with AI-based tools, 

employees can now focus their time on selling and busi-
ness development versus spending half a day looking for 
info and typing up a response to a customer request.”5 

This change is about more than just freeing up some time 
for customer-facing staff. Graybar leadership is eyeing 
billions of dollars in new revenue growth from expand-
ing its use of AI in core systems. AI in the core is all 
about driving growth by enabling new ways of working.

Software company ServiceNow is seeing this trend play 
out with many of its clients, says Michael Park, senior 
vice president and global head of AI go-to-market at 
ServiceNow. One especially impactful use case he’s seeing 
is in new employee onboarding. Every new hire needs 
access to HR systems as well as tools and data specific 
to their role. In the past, the worker would have had 
to engage with a range of helpdesk workers, retrieve 
passwords, log into different systems, and assemble the 

Figure 1

When adding AI functionality to core systems, enterprises have three choices, each with 
its own benefits and drawbacks

deloitte.com/insights

Vendor
Li�le control over functionality 
but easy integration

Third party 
Greater range of functionality 
but potentially extra cost

Do-it-yourself
Total control and customizability 
but requires extensive expertise

Bringing AI into the core 

Source: Deloi�e research.

图1

当向核心系统添加人工智能功能时，企业有三种选择，每种都有自己的优点和缺点

小贩
对功能的控制很少，但易
于集成

第三方
更多的功能，但潜在的 把艾尔带进核心
额外成本

自己动手
全面控制和可定制性，但
需要丰富的专业知识

来源：德勤研究。

根据完成指定任务的需要，只能访问特定的数据 员工现在可以将时间集中在销售和业务发展上，
库。在每一个例子中，人类都被保持在循环中， 而不是花半天时间查找信息和键入对客户请求的
以帮助确保来自人工智能工具的信息在到达客户 回复。"s
之前的准确性。

这一变化不仅仅是为面向客户的员工腾出一些时间
Graybar领导层正着眼于通过在核心系统中扩大

Graybar正在销售和客户服务领域试行人工智能，并 人工智能的使用来实现数十亿美元的新收入增长。
计划扩展到库存预测和规划。
它正在将人工智能添加到订购系统中，以帮助

人工智能的核心是通过启用新的工作方式来推动增
长。

surface向销售代理交叉销售和追加销售创意。它
还在开发一种基于人工智能的工具，帮助代理商 软件公司ServiceNow的高级副总裁兼人工智能走

为客户建立报价。该工具将允许工作人员使用自 向市场全球负责人迈克尔·帕克(MichaelPark)表

然语言来查询产品目录，为客户汇集选项，并将 示，ServiceNow的许多客户都看到了这种趋势。

信息编辑成给客户的通信。 他看到的一个特别有影响力的用例是新员工入职
。每位新员工都需要访问人力资源系统以及特定

“这些任务过去需要几个小时或几天才能完成；
于其职位的工具和数据。在过去，工作人员必须

现在只需要几分钟，”Graybar的首席财务官大
与一系列帮助台工作人员联系，检索密码，登录

卫·迈耶说。“借助基于人工智能的工具，
不同的系统，并组装

O
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credentials they needed to start doing their job. Now, 
AI enables the HR systems to learn more quickly what 
new hires need and to automatically provision access 
by the start date. 

This automated learning approach can be applied to all 
sorts of business processes, Park says. Automating these 
tasks through gen AI capabilities such as summarization, 
notes generation, conversational chat, AI search, and 
task automation may save two minutes or two days, 
depending on the use case. Once they offload simple 
workloads to bots, enterprises can redeploy workers to 
more valuable tasks, like improving service levels, driving 
margin growth, or developing new product offerings, a 
trend ServiceNow is seeing with its customers.

“AI in core systems is merely a new capability, a tool 
to be employed,” Park says. “The bigger strategic  
imperative is using these new capabilities to redefine 
the status quo for exponential value creation versus 
just bringing over existing processes onto a new tech-
nology capability.”6

AI in the core, and beyond 

As more and more software tools across the enterprise 
become embedded with AI, workloads that were tradi-
tionally owned by core systems could eventually leave 
the core entirely. With AI, business logic doesn’t need to 
reside in the core. AI can train on structured and unstruc-
tured data from across the enterprise. Organizations’ 
business data will be instrumental in developing the 
most accurate and insightful outputs from AI models. 
Leveraging the core to help harmonize this data and 
subsequent AI models for insights will provide compa-
nies an opportunity to run their operations on truly 
insight-driven actions.

In this model, the core becomes just another repository 
of training data that AI can use to learn and improve 
business process management. This is where the real 
power of AI in the core comes in.

Every technology provider knows it needs to build AI 
into its offerings now, says Chris Bedi, chief customer 
officer at ServiceNow.7 ERP systems will continue to be 
effective as the enterprise’s system of record, providing 
transactional control and reliability as a source of truth. 

But increasingly, work is being done across domains, 
with AI as the connective tissue. This means a lot of the 
major efficiency gains will come from business process 
innovations happening outside the core.

“AI tech built into systems of record is going to be decent 
at incremental improvements to existing ways of work-
ing,” Bedi says. “But for that step function change, it 
has to come from AI that works across domains, that 
takes advantage of data that’s not just resident of one 
system of record, [that] can look at all of it, run the 
model on all of it, take actions across all of it. That’s the 
real unlock here.”8 

Next: More automation creates 
opportunities—and potential risks

For many enterprises, core modernization has been a 
years-long, ongoing task. They may be tempted to view 
AI as just the latest look to something they’re already 
familiar with. This may not be the right mindset. 

This modernization will likely look very different from 
past rounds. The speed and scale of change will likely 
be faster and larger than previous efforts. In the past, 
modernization was primarily about implementing 
upgrades, a laborious and time-consuming task, but 
nevertheless one that was well understood. Software 
vendors typically provide an upgrade path to give their 
users a playbook to follow.

This time around, there is no prewritten playbook. The 
architecture will likely be different because a lot of it will 
involve AI modules in peripheral software interacting 
with core systems. Rather than the business aligning 
everything it does with the core, now the core has to be 
aligned with what the business is doing. This may become 
particularly challenging when enterprises take advantage 
of AI to create new business processes backed by core 
data. The job becomes more complex and demands more 
expertise and different skills. Similar to what we discuss 
in “IT, amplified: AI elevates the reach (and remit) of the 
tech function,” understanding business problems will 
become a crucial skill for IT teams adding AI to their 
core systems. This will likely be a major change for IT 
workers who, in the past, advanced their careers based 
on deep technical expertise.

但越来越多的工作正在跨领域进行，人工智能是结他们开始工作所需的证书。现在，人工智能使人力
资源系统能够更快地了解新员工的需求，并在开始 缔组织。这意味着许多主要的效率提升将来自核心
日期能自动提供访问权限。 之外的业务流程创新。

Park说，这种自动学习方法可以应用于各种业务流 “内置于记录系统中的人工智能技术将会对现有的
程。通过genAI功能(如摘要、笔记生成、对话聊天 工作方式产生不错的改善，”贝迪说。“但对于这
、AI接索和任务自动化自动化这些任务可能会节省 种阶跃函数变化，它必须来自跨领域工作的人工智
两分钟或两天时间，具体取决于用例。一旦他们将 能，利用不只是驻留在一个记录系统中的数据，可
简单的工作负载转移给机器人，企业就可以将员工 以查看所有数据，在所有数据上运行模型，在所有
重新部署到更有价值的任务上，如提高服务水平、 数据上采取行动。这才是真正的解锁。8
推动利润增长或开发新产品，这是ServiceNow在其
客户身上看到的趋势。

下一步：史多的自动化创造了机会，也
“核心系统中的人工智能仅仅是一种新的能力，一 带来了潜在的风险

种可以使用的工具，”Park说。“更大的战略需要
是使用这些新能力来重新定义指数级价值创造的现 对许多企业来说，核心现代化是一项持续多年的任

状，而不是仅仅将现有流程引入新的技术能力。
6 务。他们可能会倾向于将人工智能视为他们已经熟

悉的事物的最新外观。这可能不是正确的心态。

核心的铝，以及超越 这种现代化可能会与过去的几轮非常不同。变化的
速度和规模可能会比以前的努力更快、更大。在过

随着企业中越来越多的软件工具嵌入人工智能，传 去，现代化主要是实施升级，这是一项既费力又耗
统上由核心系统拥有的工作负载最终可能会完全离 时的任务，但却是一项很好理解的任务。软件供应
开核心。有了人工智能，业务运辑不需要驻留在核 商通常会提供一个升级路径，让他们的用户有一个
心中。A可以对整个企业的结构化和非结构化数据 剧本可以遵错。
进行训炼。组织的商业数据将有助于从人工智能模
型中开发最准确和最有润察力的输出。

这一次，没有预先写好的本。架构可能会有所不
利用核心来帮助协调这些数据和后续的人工智能模 同，因为很多都将涉及与核心系统交互的外围软件
型，将为公司提供一个在真正的润察力驱动的行动 中的人工智能模块。现在，核心必须与企业正在做
上运行业务的机会。 的事情保持一致，而不是企业将它所做的一切与核

心保持一数。当企业利用人工智能来创建由核心数
据支持的新业务流程时，这可能变得特别具有挑战

在这个模型中，核心变成了另一个训练数据的仓库 性。这项工作变得更加复杂，需要更多的专业知识
，AI可以用它来学习和改进业务流程管理。这才是 和不同的技能。类似于我们在“it，放大：人工智能
核心中AI的真正威力所在。 提升了技术功能的范围”中讨论的内容，理解业务

问题将成为将人工智能添加到核心系统的IT团队的

关键技能。对于IT工作者来说，这可能是一个重大
ServiceNow的首席客户官克里斯·贝遭表示，每个

技术提供商都知道现在需要将人工智能融入其产品
的变化，过去，他们的职业发展是基于深厚的技术

中。7ERP系统将继续作为企业的记录系统发挥作用
专业知识。

，提供交易控制和可靠性作为事实的来源。
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Once core systems are modernized through AI, maintain-
ing them becomes a very different exercise. As mentioned 
in “What’s next for AI?” AI agents could soon execute 
many core functions. Imagine a customer service bot that 
can interact with customers, understand their issues, and 
diagnose problems. This bot may then be able to inter-
act with another bot that can take actions like process 
returns or ship new items. Leading companies are already 
starting to do this. For example, luxury retailer Saks’ 
customer service bots can interact with ordering and 
inventory systems to smooth delivery of items bought 
online, ease returns, and empower customer service 
representatives.9 In the truly agentic future, we expect to 
see more of these kinds of bots that work autonomously 
and across various systems. Then, maintaining core 
systems becomes about overseeing a fleet of AI agents.

Done wisely, AI may help reduce technical debt for core 
systems and push for a cleaner core, which could make 
enterprise systems less complex to maintain and cater to 
business demand in a more agile manner.

The core is on the cusp of a major AI-driven revolution. 
Early adopters are riding the first crest of this wave to 
increased efficiency and new ways of generating revenue, 
but soon enterprises will likely turn over much larger 
core functions to autonomous agents. It remains to be 
seen what organizations will do with the improved effi-
ciency and effectiveness that come with this change. But 
the opportunity exists to reshape not just how the core 
operates but, at a more fundamental level, how business 
gets done.

一旦核心系统通过人工智能实现现代化，维护它们 明智的做法是，人工智能可能有助于减少核心系统
就变成了一项非常不同的工作。正如《AI的下一步 的技术债务，并推动更清洁的核心，这可能使企业
是什么？人工智能代理可以很快执行 系统变得不那么复杂，以更敏捷的方式维护和满足
很多核心功能。想象一下，一个客户服务机器人 业务需求。

可以与客户互动，了解他们的问题，并诊断问题
。然后，这个机器人可能能够与另一个机器人进 核心正处于一场由人工智能驱动的重大革命的风口浪尖

行交互，后者可以采取处理退货或运送新物品等 早期采用者正乘着这股浪溯的第一波浪潮，以提

行动。领先的公司已经开始这样做了。例如，著 高效率和新的创收方式，但很快企业可能会将更

侈品零售商Saks的客户服务机器人可以与订购和 大的核心功能移交给自主代理。这一变化带来的

库存系统进行交互，以顺利交付在线购买的商品 效率和效力的提高，将会给各组织带来什么影响

，简化退货，并增强客户服务代表的能力。9在真 ，还有待观察。但机会不仅在于重望核心的运作
正代理的未来，我们希望看到更多这类机器人能

方式。

方式，还在于从更根本的层面上重塑业务的运作

够在各种系统中自主工作。然后，维护核心系统
就变成了监督一队人工智能代理。
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In consulting, we often rely on the MECE problem- 
solving framework, which proposes that a problem 
can be more readily solved if it can be broken down 
into distinct “mutually exclusive” (ME) tasks that, 
when taken in sum, provide a “collectively exhaustive”  
(CE) solution.

Yet, we are increasingly living in a convergent world 
where the MECE principle isn’t always easily applied. 
That’s evident in this report’s six chapters. Although 
we’ve neatly packaged six trends into distinct chap-
ters, they’re far from separate and isolated. For that 
matter, neither are today’s technologies, organizations, 
and industries—and most of the rest of the world. 
Increasingly, separation, segmentation, and specializa-
tion are being replaced by a complex web of intersec-
tions—a convergence of “unusual suspects” that can be 
found across both industries and technologies. Consider 
the confluence of blockchain and generative artificial 
intelligence for better detection of, and protection from, 
synthetic media; or that of space tech and biotech, for 
protecting astronauts from the effects of long-term  
space travel.

Companies have long relied on innovation-driven reve-
nue streams, synergies created through mergers and 
acquisitions, and strategic business partnerships to drive 
new growth. More than ever, they should double down 
on such intentional, dedicated pursuits of breadth. The 
business case for breadth reveals that the most promising 
(and profitable) futures will likely emerge from industry 

and technology convergence. This convergence can help 
uncover two key perspectives: 

1.	 Insight into adjacent industries whose current 
research and development efforts might hold the 
keys to an organization’s future 

2.	 Clarity on how different technologies might be 
combined so that the sum is greater than its respec-
tive parts: synergy, if you will—a concept that has 
itself gone through the hype cycle and emerged 
intact 

Let’s take a deeper dive into each of these.

Industry intersections: Exploring 
beyond industry boundaries

Cyberpunk science fiction writer William Gibson is often 
attributed with the well-known quote, “The future is 
already here; it’s just not evenly distributed.”1

Overused? Yes. Relevant now more than ever? Also yes. 
Gibson’s statement can help leaders see that their orga-
nizations’ next big breakthrough likely exists today in 
another industry, geography, or competitor. 

Let’s take a look at the space and life sciences industries. 
One could argue that there’s minimal synergy between 
the two, but we’d counter with the following example: 

Breadth is the new depth: The 
power of intentional intersections
In an increasingly convergent world, enterprises would do well to explore 
intentional industry and technology intersections that propel innovation 
across boundaries
Mike Bechtel and Raquel Buscaino

CONCLUSION结论

度是新的深度：有意交集的力量

在一个日益融合的世界里，企业应该努力探素推动跨界创新的有意的行业和技术交汇点

迈克·贝克特尔和拉牵尔·布斯凯诺

在咨询中，我们经常依赖于MECE间题解决架，该和技术融合。这种融合有助于揭示两个关键观点：
框架提出，如果一个问题可以被分解为不同的“互
”(ME)任务，当这些任务加在一起时，可以提供

“集体穷率”，那么这个问题就可以更客易地解决 1.河票相邻行业，其当前的研究和开发工作可能
对组织的未来至关重要

(CE)解决方案。

然而，我们越来越生活在一个趋同的世界里， 不同技术之间的差异。
MECE原则并不总是容易适用。 结合起来，使总和大于其各自的部分：协同作
这在这份报告的六个章节中显而易见。尽管我们已 用，如果你隐意的话一一一个概念，它本身已
经将六种趋势整齐地打包成不同的章节，但它们远 经经历了炒作周期，并完好无损地出现
非独立和孤立的。就此而言，当今的技术、组织和
行业一一以及世界其他大部分地区一一也是如此。

让我们更深入地了解其中的每一项。
分离、细分和专业化正日益被复杂的交叉网络所
取代，这是一种在行业和技术领域都能找到的“
不寻常嫌疑人”的聚合。考虑区块链和生殖人工 行业交叉超越行业界限的探索
智能的融合，以更好地检测和保护合成媒体；或
空间技术和生物技术，保护宇航员免受长期太空
旅行的影响。

赛博朋克科幻作家威廉·吉布森经常被人引用一句
名言：“未来已经到来；只是分布不均匀。”，

过度使用？是的。比以往任何时候都重要？也是的。
公司长期以来依赖创新驱动的收入流、通过并购 Gibson的陈述可以帮助领导者看到他们组织的下
创造的协同效应以及战路业务伙伴关系来推动新 一个重大突破可能存在于另一个行业、地域或竞
的增长。他们比以往任何时候都应该加倍努力， 争对手中。

有意识地、专注地追求广度。广度的商业案例表
明，最有前途（也量最有利可图）的未来可能来自工业 让我们看看航天和生命科学行业。

有人可能会说这两者之间的协同作用微乎其微，
但我们可以用下而的例子来反驳：
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The unique properties of microgravity in space allow 
for pharmaceutical product inputs to be developed with 
more uniformity and higher production quality.2 

Although the idea of manufacturing in micrograv-
ity might seem fantastical, it’s far from theoretical: 
Companies like Eli Lilly and Merck are already investing 
in this possibility.3 Biopharma companies that overlook 
the space sector as a relevant partner could miss a poten-
tial discovery that could directly have an impact on their 
core business. 

Many other examples of industry convergence reiterate 
the importance of searching beyond one’s own indus-
try for innovative solutions and answers. Auto giants 
Toyota and Mitsubishi Heavy Industries are partnering 
with space agencies to build lunar rovers,4 while clothing 
retailer lululemon is partnering with biotech companies 
such as LanzaTech and Samsara Eco to develop more 
sustainable fabrics.5 Meanwhile, food delivery now 
accounts for about a third of transportation company 
Uber’s total revenues,6 and e-commerce leader Amazon 
has made significant strides in the health care sector with 
Amazon Pharmacy.7

Tech intersections: Compounding 
growth and integration

Whereas industry intersections can serve as a wide-angle 
camera lens for searching adjacent industries for insight, 
technology intersections offer a slightly different perspec-
tive. They help us better understand how technologies 
and innovations can compound growth.

Technologies are tools, often applied to specific prob-
lems. But what separates a hammer from a jackhammer 
is that a jackhammer is the combination of several tools 
(a hammer, chisel, and an energy source) that together 
create a more efficient tool. Rather than viewing tech-
nologies in isolation, it’s important to think of them as 
tightly integrated, with the ability to compound each 
other’s growth. 

For example, quantum machine learning applies quan-
tum computing principles to machine learning programs 
to increase efficiency. Networking technologies like 5G 
networks and edge computing are so tightly coupled that 
they are often grouped into a singular shorthand name, 

5G edge. And as we discussed in “Hardware is eating 
the world,” smart factories are combining computer 
vision, sensors, and data to build machines that can learn 
and improve, potentially leading to the development of 
humanoid robotics.8 

And what about artificial intelligence, the tool of the 
moment? We discussed in our introduction the expec-
tation that AI will eventually become as ubiquitous 
and foundational as electricity, which suggests that it 
will have endless convergence points with all manner 
of downstream technologies. As just one example, let’s 
explore the intersection of AI and robotics. Although 
both technologies can be viewed distinctly, the real magic 
happens when they are combined—when mechanical 
minds meet mechanical muscles. AI enables robots to 
operate autonomously, allowing the robots to collect 
more data about the world and their movement through 
it, which is, in turn, fed into the AI algorithm’s training 
data, improving the algorithm itself. When viewing tech-
nologies as intersectional by nature, we can start to see 
the flywheel effect bolstering growth and innovation.

What does this mean for business and technology lead-
ers? While having “mutually exclusive” technology 
teams focused on à la carte technologies is functionally 
efficient, it’s also imperative to build bridges between 
teams. Choosing slightly improved hammers over a 
jackhammer is forfeiting innovation for the tyranny  
of incrementalism.

Renaissance reimagined

The term “renaissance person” embodies an ideal, in a 
time of rapid change around science, art, and commerce, 
that people who build expertise across several areas of 
knowledge are poised to lead. In today’s world, accel-
erating industry and technology intersections affirm 
that breadth is the new depth. Generalists are needed 
more than ever. As the amount of available information 
approaches infinity, so, too, does the demand for inter-
disciplinary dot connectors—the big-picture thinkers 
who can identify correlations and links between seem-
ingly unrelated industries, technologies, and other ideas.

If, as we mentioned, AI becomes as ubiquitous as elec-
tricity, the second- and third-order effects could be 
profound. The advent of electricity influenced immense 

空间微重力的独持性质使得药品投入的开发更加一 5G边缘。正如我们在“硬件正在吞噬世界”中所讨
致，生产质量更高。 论的，智能工厂正在结合计算机视觉、传感器和数

据来制适能够学习和改进的机器，这有可能导致人

尽管在微重力环境下制造的想法似乎有些异想天开
形机器人的发展。8

，但它远非理论上的：像礼来公司和默克这样的公司
已经在投资这种可能性。3忽视太空行业作为相关合 那么人工智能这个当下的工具呢？我们在介绍中讨
作伙伴的生物制药公司可能会错过一个可能直接影 论了对人工智能最终将变得像电力一样普遍和基础
响其核心业务的潜在发现。 的期望，这表明它将与各种下游技术有无尽的汇合

点。仅举一个例子，让我们探索人工智能和机器人
技术的交集。显然这两种技术可以被清楚地看到，
但真正的奇迹发生在它们结合的时候一一当机械思

寻找创新解决方案和答案的重要性。汽车巨头丰田
行业融合的许多其他例子重申了在自己的行业之外 维遇到机械肌肉的时候。人工智能使机器人能够自

主操作，允许机器人收集更多关于世界及其运动的
和三茎重工正在与太空机构合作建造月球车，4而服 数据，这些数据反过来被输入到人工智能算法的训
装零售商lululemon正在与生物技术公司如 练数据中，从而改进算法本身。当我们将技术视为

LanzaTech和SamsaraEco合作开发更可持续的面 本质上的交叉时，我们可以开始看到飞轮效应促进
料。5同时，食品配送现在占运输公司优步总收入的 了增长和创新。
三分之一，6电子商务领导者亚马避通过亚马邀药房
在医疗保健领域取得了重大进展。7

这对商业和技术领导者意味着什么？虽然拥有专注
于单点技术的“互斥”技术团队在功能上是高效的
，但在团队之间建立桥梁也是必要的。选择稍微改

技术交叉：复合增长和整合 进的锤子而不是手提钻，是为了渐进主义的暴政而
放弃创新。

量然行业交叉可以作为广角镜头来撞索邻近的行业
以获得洞察力，但技术交叉提供了一个稍微不同的
视角。它们帮助我们更好地理解技术和创新如伺促
进增长。 文艺复兴再现

“文艺复兴时期的人”一词体现了一种理想，即在
技术是工具，通常用于解决特定的问题。但是锤子 科学、艺术和商业快速变化的时代，那些在几个知
和手提钻的区别在于手提钻是几种工具（锤子、凿子 识领域积累了专业知识的人准备好了去领导。在当
和能源)的组合，它们共同创造了一种更有效的工具 今世界，不断加速的行业和技术交叉肯定了广度是
。不要现立地看待各种技术，重要的是要将它们紧 新的深度。通才比以往任伺时候都更需要。随着可
密地结合在一起，并能够促进彼此的发展。 用信息量接近无穷大，对跨学科点连接器的需求也

在增加，跨学科点连接器是指能够识别看似不相关
的行业、技术和其他想法之间的相关性和联系的宏
观思想家。

例如，量子机器学习将量子计算原理应用于机器学
习程序，以提高效率。5G网络和边缘计算等网络技
术紧密结合，以至于它们经常被归为一个简单的名 正如我们提到的，如果人工智能变得像电一样无处
称， 不在，那么二阶和三阶效应可能会非常深远。电的

出现对人类产生了巨大的影响
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changes in society, such as urban migration, industrial-
ization, and radio communication.9 We may be on the 
cusp of similar changes through AI that alter the way 
we work, live, and communicate. Expertise in histor-
ical methods may not be as important as the vision 
to imagine and execute new intersections of AI with  
the macro technology forces we’ve covered in this 
report, such as AI applied to spatial computing and  
core modernization. 

For leaders, this serves as a nudge to see odd-combi-
nation dual degrees, bridges between disparate teams, 
and interest in adjacent industries as necessary features, 
not bugs. If organizations can see beyond the silos of 
specialization and embrace these intentional intersec-
tions, we might very well find ourselves on the cusp of 
a reimagined renaissance. What convergence will your 
organization discover next? 

社会的变化，如城市移民、工业化和无线电通对于领导者来说，这有助于他们将双学位的奇
信。9通过改变我们工作、生活和交流方式的 数组合、不同团队之间的桥梁以及对相邻行业
人工智能，我们可能正处于类似变化的尖端。 的兴趣视为必要特征，而非缺陷。如果组织能
历史方法方面的专业知识可能没有想象和执行 够超越专业化的落，拥抱这些有意的交集，
人工智能与我们在本报告中涵盖的宏观技术力 我们很可能会发现自己处在一个重新想象的文
量的新交叉的愿景重要，例如人工智能应用于 艺复兴的尖端。您的组织下一步会发现什么聚
空间计算和核心现代化。 合？
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the support needed for teachers to teach and learners to learn.

执行发起人

比尔·布里格斯

wbriggs@deloitte.com

LLP德勤咨询公司全球首
席技术官

作为首席技术官，BillBriggs带助客户预测新兴技术在未来可能对他们的业务产生的影响，以及如何
从今天的现实中实现这一点。他负责影响客户业务的新兴技术的研究、推广和孵化，并塑造德勤咨
询LLP公司技术相关服务和产品的未来。Briggs还担任德勤首席信息官项目的执行发起人，为首席信
息官和其他技术高管提供见解和经验，以应对他们在业务和技术领域面临的复杂挑战。

Bill拥有圣母大学的计算机工程学士学位，以及西北大学凯洛格管理学院的工商管理硕士学位。他自
最地在贫困儿董基金会的董事会任职，与资源不足的学校的教师和学生合作，为教师巾的教学和学生
的学习提供所需的支持。

迈克·贝克特尔
首席未来学家

mibechtel@deloitte.

comLLP德勤咨询公司

作为LLP德勤咨询公司的首席未来学家，MikeBechtel帮助客户制定战略，以应对不连续性和破坏性
他的团队研究最有可能影响商业未来的新型指数技术，并与初创公司、现有公司和创造这些技术

的学术机构建立关系。

在加入德勤之前，Bechtel领导了一家早期风险投资公司RingleaderVentures，这是他在2013年共同创立的

教育的全国性非营利组织。Bechtel在一家全球专业服务公司开始了他的技术研发职业生涯，在那里，他的

十几项关国专利帮助他被任命为该公司的全球创新总监。他目前在圣母大学担任企业创新教授。
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